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The TV and Movies corpora
Design, construction, and use

Mark Davies
Brigham Young University

This paper discusses the creation and use of the TV Corpus (subtitles from
75,000 episodes, 325 million words, 6 English-speaking countries,
1950s-2010s) and the Movies Corpus (subtitles from 25,000 movies, 200
million words, 6 English-speaking countries, 1930s–2010s), which are
available at English-Corpora.org. The corpora compare well to the BNC-
Conversation data in terms of informality, lexis, phraseology, and syntax.
But at 525 million words in total size, they are more than 30 times as large as
BNC-Conversation (both BNC1994 and BNC2014 combined), which
means that they can be used to look at a wide range of linguistic
phenomena. The TV and Movies corpora also allow useful comparisons of
very informal language across time (containing texts from the 1930s and
later for the movies, and from the 1950s onwards for TV shows) and
between dialects of English (such as British and American English).
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1. Introduction

This paper will focus on the design and creation of the TV Corpus and the
Movies Corpus (www.english-corpora.org), which are used in some of the other
articles in this special issue (Reichelt, Werner). As the sole creator of these two
corpora, I can provide some information that might not be available to others.
Section 2 of this paper discusses the rationale for these corpora, and Section 3
explains the design and creation of the corpora. Section 4 discusses how the
architecture of the corpora allows researchers to focus on specific subsets of the
corpora (such as specific movies or TV series) to extract linguistic data particu-
lar to those subsets. Section 5 shows how the language of the corpora compares
to the language from the spoken portion of other well-known corpora. Section 6
discusses how data from these corpora provides useful information on dialectal
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variation and historical change in English, as scripted language is the product of
a cognitive representation of what people involved in its production see as “nat-
ural”. Finally, Section 7 offers some general comments about the advantages and
shortcomings of the corpora.

2. Rationale for the TV and Movies corpora

Many corpus creators would like to show what is happening in the informal, more
“spoken” variety of a language, as opposed to (or at least in addition to) more for-
mal fiction, newspapers, magazines, or academic writing. As corpus creators rec-
ognize, however, this is hard to do, since it is very time-consuming and expensive
to create a large corpus of the spoken language, because of the effort in recording,
transcribing, and then annotating the texts.

As a result, spoken corpora tend to be quite small. For English, for example,
the MICASE (Simpson et al., 2002), CALLHOME (Canavan et al., 1997) and
CALLFRIEND (Canavan et al., 1996) corpora are all between about one and two
million words. This might be adequate for extremely high frequency phenomena
(e.g. modals and other auxiliary verbs), but it is far too small to look carefully at
medium and lower-frequency words, as well as many syntactic constructions (see
Davies, 2015, 2018 for a discussion of corpus size and the range of linguistic phe-
nomena that can be studied with these corpora).

The British National Corpus (2007) is perhaps the only corpus that has a large
amount of everyday conversation – about five million words of text from the late
1980s and early 1990s in the BNC1994, as well as 11.5 million more in the 2014
BNC-Spoken update (hereafter BNC2014; see Love et al., 2017).1 But the BNC is
almost a “once-off” type of corpus, since large institutional funding (e.g. gener-
ous funding from Oxford University Press) and staffing (a large number of peo-
ple in the corpus creation team) is not something that is available to most corpus
creators. In addition, even though the conversational portion of the BNC corpus
is now 16.5 million words (with the 2014 update), that is still more than 30 times
smaller than the combined total of the TV and Movies corpora that will be dis-
cussed here.

The Corpus of Contemporary American English (COCA) (see Davies, 2008,
2011) is much larger and more recent than these other corpora. COCA contains
more than 125 million words of spoken English – four million words each year
from 1990 to 2019. These transcripts are for unscripted conversation on TV and

1. This figure is taken from Love et al. (2017); note that this includes punctuation (Love, 2020),
while the figures for the TV and Movies corpora do not include that.
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radio programs like Good Morning American, the Today Show, All Things Con-
sidered, and Oprah. Unfortunately, the conversations often don’t deal with “every-
day” topics, but rather they often deal with politics, entertainers, the economy,
science, business, and other current events.

The problem for corpus creators, then, is that they want to have access to
informal language, such as that found in a spoken corpus. But it is almost prohib-
itively expensive to create a 50 or 100 or 200-million-word corpus of very infor-
mal language. There is what is perhaps a fairly easy way to create such corpora,
however.

In projects like SUBTLEXus (https://www.ugent.be/pp/experimentele-psych
ologie/en/research/documents/subtlexus), rather than using transcriptions of
actual recorded speech, data from subtitles of movies and TV are used, on the the-
ory that the dialogue in most TV shows and movies represents the spoken lan-
guage very well in relation to some lexical and grammatical features (but perhaps
not other features like turn-taking patterns or hesitation phenomena). For exam-
ple, Brysbaert & New (2009); van Heuven et al. (2014), and Brysbaert et al. (2018)
all show that the word frequency data from subtitles agrees with native speaker
intuitions about their language (as measured by experiments like Lexical Decision
Tasks) even better than the data from actual everyday conversation (such as the
spoken portion of the BNC). In other words, speakers more readily recognize the
words from TV and movies (because they are more commonly used words) than
the words from actual spoken corpora. Levshina (2017) and Veirano Pinto (2018)
provide similar data and arguments.

Following this line of reasoning, it might make sense to create corpora of sub-
titles from TV shows and from movies, and we can be quite sure that this data
will be a fairly good representation of some aspects of language from actual spo-
ken corpora. (Of course, the language in the two varieties will not be identical,
as we will also see throughout this paper; see e.g. Bednarek, 2018; Levshina, 2017
and Forchini, 2012 on differences between TV/movie dialogue and unscripted
language.) In addition, an important advantage of these subtitles is that they
are readily available. It is quite easy to create 100 million, 200 million, or even
300-million-word corpora of TV shows and movies, which could provide much
more data than the spoken portion of the BNC. And of course, this much larger
size means that the data can be used to look at a much wider range of features,
including medium and low-frequency phenomena in the language. There are
other corpora of TV and movie dialogue (see Introduction to this special issue),
but they are not as large as the TV and Movies corpora and most often not based
on subtitles but rather on transcripts of audio dialogue. Subtitles must be readable
by viewers and operate within tight space and time constraints, which may result
in reduction of content (e.g. Levshina, 2017; Lugea, 2019). While they are there-
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fore not fully identical to on-screen television/movie dialogue, there are clear
similarities between the language of subtitles and transcripts (see Levshina, 2017;
for further discussion, see Werner, this issue). The new TV and Movies corpora
hence differ from previous corpora both in their size and in their mode.

3. Creating the TV and Movies corpora

So where does one go to get a large amount of subtitles from TV shows and
movies? Perhaps the most logical place is the Open Subtitles website (www.open
subtitles.org), which contains subtitles from more than 25,000 movies and more
than 75,000 TV episodes. The problem with getting texts from this website, how-
ever, is that recently they have incorporated extremely intrusive Javascript code
that is designed to prevent users from downloading large amounts of data. For
each movie or each TV episode that users attempt to download, the Javascript
looks to see whether the mouse has moved to the “download link”, which means
that it is impossible to use a web browser automator like Selenium to download
the texts. The only option is to actually click on the links, one by one for each
of the 25,000+ movies or 75,000+ TV episodes, and then download the texts via
“point/click/save”. Even if someone were to do this every 10 seconds for four
hours straight in a day (with no breaks), it would take nearly three weeks to
download the movies data and nearly two and a half months to download the TV
episodes. Obviously, this is not a very inviting proposition.

Luckily, the OPUS Parallel Corpus (opus.nlpl.eu) has already downloaded all
of the subtitles data (Lison & Tiedemann, 2016), at least through the end of 2017
(presumably when the Javascript issues were less of a problem for their automated
scripts). Best of all, this data is freely available. There is, however, a significant
problem in using the data from the OPUS Parallel Corpus: In Open Subtitles,
there are at least two sources for the data. First, individual users can submit
their version of the subtitles. For example, if someone really likes movie X or TV
episode Y, they can watch that movie or episode, transcribe what they hear, and
then upload that to Open Subtitles. A second source of data comes from OCR. As
Lison & Tiedemann (2016: 926) note, “many subtitles … [were] … automatically
extracted via Optical Character Recognition (OCR) from videostreams.” What
this means is that for a popular TV episode (and even more for a popular movie),
there might be several “versions” of the subtitles.

For example, the following are the 20 movies with the most duplicates (as of
2017): The Lord of the Rings: The Fellowship of the Ring (137 duplicate texts for
the one film), The Lord of the Rings: The Two Towers (121 duplicate texts), The
Shawshank Redemption (88), The Dark Knight (87), Avatar (87), Scarface (81),
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Watchmen (79), Pulp Fiction (74), The Bourne Supremacy (72), The Godfather
(71), Apocalypse Now (68), The Last Samurai (66), Titanic (65), Fight Club (64),
The Good, the Bad and the Ugly (64), House of Flying Daggers (64), Pirates of the
Caribbean: The Curse of the Black Pearl (61), The Girl with the Dragon Tattoo (61),
The Day the Earth Stood Still (60), Braveheart (58). There are a total of 23,641
movies (out of about 25,000 movies total) that have more than one transcript, and
9,508 movies that have five or more transcripts. Again, this is a serious problem,
because we probably wouldn’t want all 137 copies of the subtitles for Lord of the
Rings movies in our corpus.

The following table shows the number of words with and without duplicates
for the movies. (While there are duplicates for the TV episodes as well, it is not
quite as serious as with the movies.)

Table 1. Duplicates in OPUS Parallel Corpus and Open Subtitles

Size with duplicates (words) Without duplicates

1930s  12,003,555   4,574,125

1940s  20,508,362   6,767,339

1950s  28,110,259   8,985,292

1960s  36,784,117  11,903,773

1970s  43,250,227  13,462,814

1980s  58,142,264  14,768,207

1990s 111,292,642  23,471,814

2000s 275,024,411  58,760,647

2010s 182,935,165  45,216,076

Total 768,051,004 187,910,087

OPUS (the possible source for our subtitles) has all of the duplicate versions from
Open Subtitles, with seemingly no way to distinguish among them, or even any
way to know that they come from the same TV episode or movie. The filenames
in OPUS are simply the Open Subtitles numbers (e.g. 3792253 or 4007229 or
9722836), and all of these filenames would refer to the same TV episode or movie.
We wouldn’t want 10 or 20 copies of the same movie in our corpus, and so there
needs to be some way to eliminate this redundancy. Luckily, there is a solution.

In the metadata for each subtitles page at Open Subtitles, there is a link to
the IMDb (Internet Movie Database; www.imdb.com), which contains exten-
sive metadata on more than 100,000 movies and TV episodes – title, year, actors,
directors, plot, user ratings, and so on. Because there is only one IMDb entry for
each movie or TV episode, we can use the IMDb information at Open Subtitles
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to find all of the duplicate subtitles that refer to a given TV episode or movie. The
downside is that this requires downloading each of the duplicate files (more than
600,000 of them) and searching for the IMDb code. And that is precisely what the
intrusive Javascript at the Open Subtitles site prevents us from doing.

There is a solution for this as well, however. The Open Movie Database (www
.omdbapi.com) allows us to run automated queries against a huge database that
contains detailed information on TV episodes or movies, either by IMDb num-
ber or by Open Subtitles number. Using automated queries, a user can run more
than 200,000 queries in just two or three hours. Crucially, the information from
the Open Movie Database contains both the IMDb number and the Open Subti-
tles number. If we scrape that information and put it into a relational database, we
can then easily identify all of the duplicate versions of a movie or TV episode.

In addition to identifying duplicates, we can even find the “best” of the many
duplicate entries. In Open Subtitles, each of the subtitles are “ranked” by other
users, according to the perceived accuracy of the subtitles. And those “user rank-
ings” are also available in the Open Movie Database. It is simply a matter of using
a GROUP BY statement in the database and then selecting MAX (userRanking) to
find which is the best subtitles file for a given movie or TV episode, and then that
would be the one that we use in our final corpus. But crucially, in order to wade
through the duplicate entries and select the “best” subtitles in the OPUS corpus
and the Open Subtitles files – and then compare these to the Internet Movie Data-
base – we probably need to use relational databases or something with equivalent
functionality.

In our case all of the corpora from English-Corpora.org (formerly the “BYU
Corpora”) are built on top of relational databases, and so in just one or two sec-
onds we can sort through information on hundreds of thousands of subtitles files
to find the “most accurate” subtitles – one per movie or TV episode. In addi-
tion, we also have all of the metadata from IMDb, which we can use to limit our
searches to particular sections of the corpus or compare between sections of the
corpus (see Section 4 below).

To actually create the corpus, I simply took the “best” file for all of the TV
episodes and movies included in OPUS, cleaned it by removing headers and foot-
ers in the text, and then tagged the files for part of speech (using the CLAWS 7
tagger; Rayson & Garside, 1998). I then input the files (with one word + PoS tag
per line) into the relational database architecture that I have used for all of the
corpora from English-Corpora.org. So, for a 325-million-word corpus (as with the
TV Corpus), there would be a database with 325 million rows of data. This is then
linked to a number of other tables and databases, including lexicons, frequency
by section, and a [sources] table with metadata (from IMDb) for each of the TV
episodes or movies (see Davies, 2018 for a description of the corpus architecture).

The TV and Movies corpora 15

© 2021. John Benjamins Publishing Company
All rights reserved

http://www.omdbapi.com/
http://www.omdbapi.com/
http://english-corpora.org/
http://english-corpora.org/


At this point, perhaps it would be useful to provide a handful of short extracts
from the corpora, to show what the actual subtitles data looks like; see Exam-
ples (1a) to (1c).

(1) a. All right, that makes more sense. You should have said that at the begin-
ning When you said, “I read a book about anthropology.” I don’t really
know why you’re screaming at me right now. – I’m not scream – I’m not
screaming. That’s Meredith’s cake. It’s her birthday. I don’t care. I have an
appetite for life! Mmm. Mmm! Oh, god. That’s lemon. Good for you, man.

(TV: The Office: US, 2010)Good for you.
b. (SCREAMING) Shawn! Cory, what are you doing? Shoving everyone

down the elevator shaft. Guess who’s next? (SCREAMING) Rachel!
Rachel…; (SCREAMING) Angela, come on. Everybody’s doing it. Doing
what? This. (SCREAMING) Hi, Cory. Lauren? What are you doing here?
I’m over you. You shouldn’t be here. I’m not Lauren. Then who are you?

(TV: Boy Meets World: US, 1999)I’m everything you’re giving up.
c. (Tracersignal) What? Dad, it’s here. (Growling) (Gunfire) (Grunting)

(Yelling) No! No! (Gunjams) Oh, my God! (Growls) (Screaming) No!
No! God help me! (Gunfire) No! (Growling) Oh! Dad! (Screams) (Yells)
(Growls) Dad! Nicole…; – Dad! – Nicole. Kill – Kill – Dad? You can still –

(Movies: Shaktopus: US, 2010)What? I love you, pumpkin. No. I’m sorry.

All three of these extracts were taken from the subtitles, in contexts near the word
screaming. In many cases, as in (1a), the word is simply part of the spoken dia-
logue, as would be any other word. In other cases, it represents the tone or style of
speech, as in (1b) and (1c). In some cases, as in (1c), there are almost as many cases
of these elements as actual speech, but passages like this are quite rare. Impor-
tantly, nearly all of these “non-speech” tokens are surrounded by parentheses in
the displayed text, and they can be eliminated by including the “NOT” operator
plus parenthesis in the search, e.g. “-(screaming -)”.

4. Using metadata to create “Virtual Corpora”

As discussed in the previous section, one of the advantages of using the Internet
Movie Database is that it allows us to remove duplicates from the Open Subtitles
data in the OPUS Parallel Corpus – so that instead of having 137 copies of tran-
scripts for The Lord of the Rings: The Fellowship of the Ring, for example, we only
have one. But there is another important advantage of including the IMDb data
in the architecture for the TV and Movies corpora, and that relates to the creation
of “Virtual Corpora”.
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All of the corpora from English-Corpora.org allow users to quickly and easily
create “Virtual Corpora”, which they can then store and search at a later date
(and even compare among their different virtual corpora). For example, in the
Wikipedia corpus (www.english-corpora.org/wiki), users can create a “biology”
or “investments” corpus, and in the (currently) nine-billion-word NOW corpus
(www.english-corpora.org/now) they could, for example, create a corpus of arti-
cles from The Guardian (UK) from 1 Nov 2019 to 31 Dec 2019 that have refugees
in the article title or in the text of the article itself.

In the TV and Movies corpora, researchers can use the rich metadata from
IMDb for each of the 25,000+ movies and 75,000+ TV episodes. For example, as
shown in Figure 1, the Movies Corpus allows users to select movies based on year,
genre, country, movie rating, IMDb rating, words in the title, the plot, or the text
itself, and it takes only 1–2 seconds to find the matching movies in the corpus.

Figure 1. Creating “Virtual Corpus” in the Movies Corpus

Using this metadata, users could for example limit their search to the genre of
[comedies] from the US in the 1970s–1990s that are rated R (US MPAA rating,
“Under 17 requires accompanying parent or adult guardian; contains some adult
material”) and which have very poor user ratings in the IMDb – to look at the lan-
guage of really bad comedies during this period. Or they could quickly and easily
create a “Virtual Corpus” of all James Bond movies, resulting in a Virtual Cor-
pus like that shown in Figure 2. Likewise, in the TV Corpus, users could search
for crime/drama shows from the 1990s to the present, from the US, which are
apparently quite violent (being rated MA-14), and whose plot description men-
tions “kidnapping”, as demonstrated in Figure 3.
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Figure 2. Partial list of texts of a Virtual Corpus in the Movies Corpus

Figure 3. Creating a Virtual Corpus in the TV Corpus

Perhaps the most intuitive use of the metadata is to create a Virtual Corpus of a
given TV show, such as Star Trek: Next Generation, Doctor Who, Friends, or The
Office (UK). Figure 4 shows a partial listing of some episodes in a Virtual Corpus
from The Office (UK, 2001–2003). Users can also click on any episode in the list to
see the IMDb entry for that show, as in the two episodes of Star Trek: Next Gen-
eration shown in Figure 5.

Figure 4. Partial list of texts of a Virtual Corpus in the TV Corpus
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Figure 5. IMDb entry for texts in a Virtual Corpus

After creating a Virtual Corpus, users can delete entries from their Virtual Corpus,
assign entries to user-defined categories (such as genre, time period, or country),
or move or copy entries (texts) from one Virtual Corpus to another. The real value
of the Virtual Corpora is that they allow users to limit their search to a particu-
lar set of movies or TV series or episodes. For example, they could search for the
word feeling(s) in the TV series Friends (Figure 6). They could generate KWIC
lines for the phrase why don’t in the James Bond movies (Figure 7). Or they could
search for collocates of memory in any Star Trek episode (Figure 8).

Figure 6. KWIC entries from a Virtual Corpus: feelings in Friends

Figure 7. Re-sortable KWIC entries from a Virtual Corpus: why don’t in James Bond
movies
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Figure 8. Collocates from Virtual Corpus: memory in Star Trek

In just one to two seconds, users can also generate “keywords” from a Virtual
Corpus, as with the noun keywords from Star Trek: Next Generation shown in
Figure 9. (The keywords are generated by comparing the words in the Virtual
Corpus to the rest of the TV or Movies corpus; similar to log likelihood compar-
isons.) Users can then click on any of these keywords to see the KWIC lines for
that word in just the Star Trek Virtual Corpus (or of course any Virtual Corpus
that they have created).

Figure 9. Keyword list from a Virtual Corpus: Star Trek Voyager

In addition to limiting searches to particular groups of movies, TV series, or TV
episodes, it is also possible to compare across one’s own Virtual Corpora. For
example, one could compare the frequency of the word love in Friends or The
Office or Seinfeld, or the frequency of a form of kill in movies from the 1930s or
1950s, or US Westerns from the 1950s–1960s, or R-rated crime movies from the
1990s, or all of the James Bond movies.

All of the preceding examples show how the IMDb metadata can be used to
create Virtual Corpora, which is essentially a “corpus within a corpus”. Previously,
researchers needed to somehow find, download and clean all of the episodes of a
given TV show (or set of movies) by themselves, and then begin the entire process
again if they wanted to compare that to another set of data. With the TV and
Movies Corpora, they can create these corpora in several seconds. This feature
should be of interest to corpus linguistic research, which has often analyzed a par-
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ticular series or franchise, such as Friends (Quaglio, 2009) or Star Trek (Csomay
& Young, this issue).

Another use of the IMDb metadata is to simply see more information about
a certain movie, series, or episode, from within the KWIC view. Users can click
on any entry to see an “Expanded KWIC display” for the word or phrase, as in
Figure 10. But in addition, they can see what the episode or movie was about,
which might provide useful information on why a particular word or phrase or
construction was used.

Figure 10. Metadata in expanded KWIC display

The use of metadata to create Virtual Corpora for particular TV series and movies
showcases another potential use of the TV and Movies corpora: to study ‘telecine-
matic discourse’ (Piazza et al., 2011) in its own right (see Introduction to this issue).
This allows us to study language use in specific series, movies, or genres, to analyze
variation over time (see Werner, this issue), or to use the corpora as baseline against
which other television series or movies can be compared (see Reichelt, this issue).

5. Informal nature of the language in the TV and Movies corpora

As was discussed in Section 2, one purpose of the TV and Movies corpora is to
provide data on very informal language – hopefully similar to the type of data
that is available from sources like the BNC-Spoken. As this section will show, in
many cases the TV and Movies data is in fact quite comparable to BNC-Spoken,
in terms of its informality. This would seem to support the findings of the psy-
cholinguistic experiments that were discussed in Section 2, which show that peo-
ple recognize the language of subtitles as being more “everyday” and “familiar”
than the data from actual spoken corpora like that in the BNC.

In terms of lexical data, Table 2 shows examples of phrases that are more
common in the TV and Movies corpora than in BNC-Spoken. In each case, the
table shows the search string (for the version of the BNC1994 at English-Corpora
.org), a sample sentence, the raw frequency and normalized frequency (per mil-
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lion words; pmw) in both the BNC-Spoken and the TV Corpus, as well as a num-
ber (the rightmost column) showing how much more frequent the word is in the
TV Corpus than in BNC-Spoken. (Similar data was found in the Movies Corpus,
but for reasons of space, only the TV Corpus data is shown here.) Crucially, the
TV data is just for the 7.3 million words of data from the UK in the 1980s and
1990s in the 325-million-word TV Corpus, which permits a good comparison to
the BNC1994. For example, the normalized frequency of [, OK/okay?] is about
nine times as frequent in the TV corpus than it is in BNC-Spoken.

Table 2. Frequency of informal phrases in BNC-Spoken and TV Corpus

Search string Example BNC BNC pmw TV TV pmw TV/BNC

my God My God – she’s horrible!  572 57.4 991 135.8  2.4

, ok|okay? we’re leaving now, OK?  344 34.5 439  60.1  1.7

I told you I told you to leave 1,252  12.52 687  94.1  7.5

, right? You’re pretty tired, right?  274 27.5 602  82.5  3.0

. it ’s ADJ. . It’s sad. She’s gone now  126 12.7 561  76.8  6.1

do n’t leave Don’t leave! I need you   39  3.9  76  10.4  2.7

. Get out . Get out right now!   23  2.3 155  21.2  9.2

hand me * NOUN Hand me a towel.    2  0.2 155   2.1 10.3

The last three rows are particularly interesting. Each of these are very much ori-
ented towards the “here and now” (aligning with findings on ‘discourse immedi-
acy’ and ‘interaction in the here-and-now’ reported in Quaglio, 2009; Bednarek,
2018, respectively, for US television series). The fact that they are more common
in the TV Corpus than the BNC-Spoken shows that the TV Corpus is highly situ-
ational – rather than more abstract and theoretical discussion of politics or other
current events, such as what one might find in COCA-Spoken.

Evidence for the highly informal nature of the corpora extends to syntax as
well. For example, Figure 11 shows the normalized frequency (per million words)
of the progressive (BE _v?g; e.g. I was talking to someone) in the 1980s–1990s UK
portion of the TV and Movies corpora (these sections were selected so that they
would be comparable to the BNC both for country and time period). It also shows
the normalized frequency in the five million words of BNC-Conversation (“BNC
SPOK +C” in the chart; what www.natcorp.ox.ac.uk/corpus/creating.xml calls
“Spoken: Demographic”) and the five million words of BNC: Context-Governed
(“BNC SPOK −C” e.g. courtroom, classroom, or sermons; see www.natcorp.ox
.ac.uk/corpus/creating.xml). Finally, it shows the frequency of the progressive in
the three other “macro-genres” of the BNC (fiction, newspapers, and academic),
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as well as the 125 million words COCA-Spoken (which is taken from unscripted
conversations on national TV and radio programs).

Figure 11. Frequency of progressive constructions

As the data in Figure 11 indicates, the progressive is a feature of more informal
language. In the BNC, it occurs the most in spoken, and then fiction, newspaper,
and (least of all) in academic (this compares well with the data in Biber et al.,
1999: 461–463). The most important data from this figure is that the frequency of
the progressive in TV and Movies (again, limited just to UK 1980s–1990s) places
it between BNC: Conversation and BNC: Context-Governed.

Conversely, the passive with be (BE _v?n; e.g. the country was colonized in the
18th century) occurs the least in spoken, and then fiction, news, and (most fre-
quently) in academic (see Figure 12). This again agrees with the data in Biber et al.
(1999: 475–481). And again, the TV and Movies data (UK, 1980s–1990s) patterns
fairly well with BNC-Spoken; its frequency places it between BNC: Conversation
and BNC: Context-Governed (and certainly closer to BNC: Conversation in the
case of the Movies corpus).

Finally, consider the frequency of NOUN + NOUN (e.g. county council, car
park, back door, washing machine, living room, dinner time) in the various sec-
tions of the BNC and in the TV and Movies corpora shown in Figure 13. As Biber
et al. (1999: 589–594) note, this is more common in newspaper texts (due to space
constraints) and academic texts than in fiction and spoken, and the data from the
BNC agrees with this quite well. Most importantly for our purposes here, we see
that the frequency of NOUN + NOUN in the TV and Movies corpora patterns
more with BNC: Conversation than with BNC: Context-Governed, and certainly
more than with COCA-Spoken or the other genres of the BNC.

As the data in Table 2 indicates, the TV and Movies corpora are very informal
in terms of phraseology, and Figures 11–13 show that the data from the TV and
Movies corpora patterns well with BNC-Spoken in terms of syntax. Obviously, the
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Figure 12. Frequency of passive constructions

Figure 13. Frequency of NOUN + NOUN constructions

TV and Movies language is scripted, rather than being naturally occurring con-
versation. And yet it is quite striking how close the scriptwriters were to actual
conversation (at least as measured by BNC: Conversation).

In a sense, this is probably not overly surprising. As Levshina (2017) has
shown, subtitles contain many features of involved informal communication and
are “remarkably close to real informal language” (Levshina, 2017:336). Imagine if
a contemporary TV script had a character saying with whom did you go out last
night, or we must go now, or Who is it? It’s I. It’s hard to imagine even getting the
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actor to repeat these lines, without it sounding extremely formal and awkward.
Scriptwriters are fairly sophisticated, and they will write scripts that model actual
conversation quite well, and that is reflected in the TV and Movies subtitles data
(for insights into scriptwriters’ language awareness, see the interviews with Hol-
lywood TV writers in Bednarek, 2019). The results also partially align with previ-
ous work on US television dialogue that analyzes transcripts rather than subtitles
and is based on much smaller datasets (e.g. Bednarek, 2018) and/or individual
series (e.g. Quaglio, 2009). For instance, some of the informal phrases listed in
Table 2 (my god, it’s okay, told you) were identified as “key” in US television
dialogue compared to unscripted American English in Bednarek (2018), while
Quaglio (2009) has suggested that the dialogue of the sitcom Friends is more
informal than unscripted American conversation. These overlaps confirm Lev-
shina’s (2017:330) assumption that there are similarities between subtitles and
transcripts. However, a full comparison of informality in subtitles compared to
transcripts or of informality in different series or types of TV narratives and
movies is beyond the scope of this article.

6. Dialectal and historical variation in English

One issue with many spoken corpora is that they are often limited in terms of time
and space. An advantage of the TV and Movies corpora is that they contain data
from several different dialects and time periods (decades), extending back to the
1950s (TV) and the 1930s (Movies). Tables 3 and 4 summarize the amount of data
for the different countries and decades. (Note that Misc. includes co-productions
from other countries.)

Table 3. Size of Movies Corpus by country and decade

Movies US/CA UK/IE AU/NZ Misc. Total

1950s   2,012,631    20,740 – –   2,033,371

1960s   6,728,110  2,168,841 –     5,727   8,902,678

1970s   5,717,836  3,063,468 – –   8,781,304

1980s  11,905,793  3,054,673    49,263    1,814  15,011,543

1990s  26,825,820  4,373,746    78,769  228,645  31,506,980

2000s  71,570,270 14,511,570   997,291  464,778  87,543,909

2010s 141,039,715 25,959,596 4,015,203 1,406,977 172,421,491

Total 265,800,175 53,152,634 5,140,526 2,107,941 326,201,276
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Table 4. Size of TV Corpus by country and decade

TV US/CA UK/IE AU/NZ Misc. Total

1930s   6,013,722   445,980     2,245   104,255   6,566,202

1940s   8,679,722  1,077,429 –    51,151   9,808,302

1950s   8,570,819  1,826,174    21,777   197,173  10,615,943

1960s   5,851,067  2,687,175     6,594   557,976   9,102,812

1970s   6,972,688  2,060,309   112,715   958,968  10,104,680

1980s  10,739,129  2,153,349   308,640   917,461  14,118,579

1990s  19,259,078  2,983,322   384,607  1,986,577  24,613,584

2000s  38,572,824  6,970,252   793,610  4,893,749  51,230,435

2010s  48,649,187  8,705,479 1,337,876  4,626,223  63,318,765

Total 153,308,236 28,909,469 2,968,064 14,293,533 199,479,302

6.1 Dialectal differences

The 525 million words of data (from TV and Movies combined) is more than 100
times as much data as the spoken corpora (for multiple countries) in other cor-
pora, such as in the International Corpus of English (ICE; Greenbaum, 1996). Of
course, the data in ICE is from actual spoken English. Because the corpus has
been very carefully designed and constructed, it offers some advantages over the
TV and Movies subtitles. On the other hand, the much larger TV and Movies
corpora allow a wide range of searches – especially lexically oriented searches –
where a small two to three-million-word corpus (e.g. the combined spoken sec-
tions from the UK, Ireland, Australia, and New Zealand in ICE) would be quite
inadequate.

As Baker (2009, 2011) notes, there is often not enough data in a small two to
four-million-word corpus to look at lexical phenomena, such as what words are
more common in one country than another. But with the TV and Movies subtitles
corpora, this is quite easy to do. For example, the 266 million words of data from
the US and the 53 million words of data from the UK in the TV corpus allows
us to find those words that are at least 10 times as frequent in one dialect than in
the other (Table 5). (Table 5 also shows that there are spelling differences between
the different countries’ sections of the corpus – e.g. in the NOUN row: mom vs
mum – something users should keep in mind when searching the whole corpus
for particular words.)
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Table 5. Informal words in American and British sections of the TV Corpus

American British

ADJ okay, crazy, damn, awesome, cute, dumb, federal,
goddamn, gross, lame, adorable, lousy, crappy,
sloppy, phony, downtown, cozy, busted, darn,
cranky, high-end, one-time, high-school, canned,
cellular, big-time, African-American, goofy, off-
limits, old-school, sassy, condescending, puffy,
big-ass, sketchy, wordy, charmed, disoriented,
kick-ass, bitchy, narcissistic, crummy, self-
centered, curt, trashy, whimsical, dorky, scrappy

daft, posh, dodgy, knackered, ruddy,
barmy, sodding, poxy, dozy, soppy,
mucky, disused, chuffed, tinned,
whirly, manky, disorientated, pish,
fiddly

NOUN guy, mom, honey, dude, cop, agent, ass, movie,
buddy, apartment, truck, chef, buck, dollar,
sweetie, mommy, attorney, mayor, butt, cookie,
grandma, asshole, candy, grade, parking, senator,
couch, vacation, closet, homicide, garbage, jerk,
baseball, grandpa, elevator, trash, math,
thanksgiving, shooter, roommate, bud,
assignment, prom, tech, mall, dessert, heck, bout,
zombie, soda, motel, halloween, therapist,
basketball, counselor, lawsuit, diaper,
congressman, chili

mum, bloke, a-se, quid, rubbish,
bollock, solicitor, railway, vicar, telly,
guv, grandad, petrol, ladyship,
mammy, shilling, maths, lorry,
arsehole, advert, motorway, tosser,
tenner, pence, nutter, punter,
gearbox, footballer, windscreen,
pensioner, barman, pram, tuppence,
prat, flatmate, lodger, roundabout,
vicarage, workhouse, pillock,
sixpence

VERB guess, figure, kid, damn, date, quit, hire, freak,
yell, bust, file, hook, testify, pee, coach, assign,
schedule, graduate, violate, practice, dial, jerk,
sniffle, participate, brag, party, merge, poop,
hustle, reschedule

reckon, fancy, shag, sod, flog, wank,
queue, burgle, snigger, snog, plod,
splutter, clamber

6.2 Change over time

The TV and Movies corpora can also be used to look at language change (TV:
1950–present; Movies: 1930–present). Other corpora such as the Corpus of His-
torical American English (COHA; Davies, 2012) allow us to look at hundreds
of millions of words of data from the past 200 years. (COHA has 400 million
words from 1810–2009 and more than 200 million words from just the 1930s to
the 2000s.) But COHA doesn’t really have any “spoken” texts. The TV and Movies
corpora, however, provide us with more than 525 million words of highly infor-
mal language from the 1930s-2010s. As the data in Table 6 indicates, this allows us
to find words that are at least 10 times as frequent in texts from the 1930s–1960s
(left) and the 1990s–2000s (right).
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Table 6. Informal words in 1930s–1960s and 1990s–2010s sections of Movies Corpus

More common 1930s–1960s More common 1990s–2010s

ADJ swell, splendid, sore, fond, delighted,
dreadful, darn, phony, blasted, satisfactory,
snappy, darned, apt, no-good, cockeyed,
screwy, disgraceful, crummy, beastly,
frightful, double-crossing, phoney, bashful,
confounded, shrewd, soapy, daffy

fucking, okay, cool, weird, damn,
goddamn, huge, awesome, pregnant, super,
sexy, scary, unbelievable, sexual, boring,
pathetic, gross, massive, nuclear, creepy,
global, creative, magical, intense, ultimate,
shitty, homeless, random, corporate, pissed

NOUN darling, fellow, pardon, dough, wagon,
headquarters, chap, cigar, railroad, brandy,
telegram, corporal, crook, hunch, regiment,
squadron, handkerchief, shilling, cinch,
butler, skipper, chauffeur, plenty, tailor,
sonny, mink, nuisance, mammy, waltz,
newspaperman

shit, hell, mom, fuck, ass, bitch, dude, sex,
drug, asshole, TV, bullshit, motherfucker,
bastard, girlfriend, relationship, dick,
computer, video, tape, crap, bro, pussy,
nigger, grunt, role, bike, chick, cancer, butt

VERB shall, suppose, pardon, phone, spoil,
frighten, telephone, permit, object,
congratulate, oblige, dine, notify, faint,
quarrel, acquaint, delight, amuse, intrude,
dislike, slug, scram, furnish, sock, darn,
consent, tangle, fuss, peddle, double-cross

fuck, suck, screw, piss, focus, freak, date,
rape, pee, film, score, bitch, shit, chill,
define, stress, evolve, fart, activate, surf,
tape, participate, process, monitor, target,
manipulate, trigger, puke, initiate, generate

Note that many of these words from the 1990s–2010s may have been more fre-
quent in earlier decades in actual speech, but censorship on movies and TV shows
in earlier periods means that they simply don’t appear in the corpora. For addi-
tional insights into this matter, Werner (this issue) investigates changes in the fre-
quency of swear words in the TV and Movie corpora over time.

Another advantage of very large, informal corpora in terms of looking at lex-
ical change relates to granularity. As is discussed in Davies (2018), lexical change
can occur quite fast, and to catch relevant developments it is often not sufficient
to sample the language only every 25–30 years, such as in 1931, 1961, and 1991 (as
with the Brown family of corpora) or in the late 1980s and then again in 2014 (as
with the BNC1994 and BNC2014). Any changes that take place in between these
years are essentially “invisible”, and in terms of lexical change, this is often too
long of a gap.

Let us briefly consider two examples related to granularity, which are repre-
sentative of any number of words over time. First, let us consider the frequency
for groovy in COHA, as shown in Figure 14.
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Figure 14. Frequency of groovy by decades in COHA

Imagine that our two corpora contained texts 30 years apart – from 1955 and 1985.
In this case, it would appear (based on the COHA data from the 1950s and the
1980s) that groovy is on the increase. While it has increased slightly in these 30
years, we would miss entirely the steep decrease from the 1960s/1970s to the 1980s.
Second, consider the case of normalcy, shown in Figure 15.

Figure 15. Frequency of normalcy by decades in COHA

This word was famously “rescued” from obscurity by President Warren G. Hard-
ing in 1920, who (according to purists) mistakenly used it instead of the more “cor-
rect” normality. The word caught on with a public tired of World War I and other
foreign involvements, and Harding went on to win the election. But imagine that
we only had two corpora from 1915 and 1935 (roughly the same amount of time as
with the BNC1994 and the BNC2014). There would obviously be a large increase
in frequency between 1915 and 1935, but there would be no way to know if that
predated Harding, whether his campaign caused the increase in usage, or whether
it was after his time. In summary, corpora that have texts that are spaced decades
apart may be adequate for looking at much more gradual grammatical change,
but they are much more problematic in looking at lexical change, which can occur
quite suddenly.

There is no such problem with the TV or Movies data. As the data in Table 7
shows, there are no “gaps” in the data from year to year. This table shows the
number of words in the TV Corpus for each year from 1987 (roughly when the
BNC1994 began to be created) through the next 30 years – a total of 283 million
words of data for these 30 years. And this is just for the TV corpus; there are an
additional 140 million words of data from the Movies corpus for this same 30-year
period.

The TV and Movies corpora 29

© 2021. John Benjamins Publishing Company
All rights reserved



Table 7. Number of words in TV Corpus by year, 1987–2016

1987 2,080,511 1997 3,821,834 2007 11,642,166

1988 1,715,698 1998 4,242,221 2008 11,137,597

1989 2,554,744 1999 4,505,438 2009 15,367,913

1990 1,968,905 2000 4,590,593 2010 19,205,273

1991 2,135,182 2001 5,506,332 2011 21,167,200

1992 2,181,034 2002 6,131,648 2012 21,854,565

1993 2,466,673 2003 6,672,996 2013 22,377,615

1994 3,055,304 2004 7,468,196 2014 23,022,413

1995 3,474,276 2005 9,094,251 2015 24,793,373

1996 3,656,113 2006 9,932,217 2016 25,077,851

In addition to lexical change, the corpora can also be used to look at many other
types of linguistic change, such as syntactic change. For example, Figure 16 shows
the frequency of the progressive over time (the data labels indicate the normal-
ized frequency per million words in each decade, and this is based on 2,963,000
tokens in the TV corpus and 1,590,000 tokens in the Movies corpus). As was dis-
cussed previously (see Figure 11), the progressive occurs more in informal genres.
Data from 3,241,000 tokens in COHA (Figure 17) also shows that the progressive
is increasing overall, at least in American English.

a.
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b.

Figure 16. Frequency of the progressive construction by decade in TV and Movies
corpora

Figure 17. Frequency of progressive construction by decade in COHA

Both the TV and Movies data, as well as the COHA data, show that the progres-
sive is becoming more frequent over time. (Note also that for every decade, the
frequency is much higher in the TV and Movies corpora than in COHA, which
is to be expected, since these corpora are more informal than COHA overall. In
addition, the progressive is much more prominent in speech, which is not cen-
trally represented in COHA.) It appears that the TV and Movies corpora probably
reflect quite well the changes that were actually occurring in the language dur-
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ing this time. Additional evidence for increasingly informal language comes from
the passive construction. As was discussed previously (see Figure 12), the passive
occurs less in informal genres. Data from 3,241,000 tokens in COHA (Figure 18)
also shows that the be passive is decreasing overall, at least in American English.
Figure 19 from the TV and Movies corpora is based on 1,415,000 tokens of the pas-
sive in the TV corpus and 786,000 tokens in the Movies corpus.

Figure 18. Frequency of passive constructions by decade in COHA

The data shows that the passive is becoming less common over time, which
closely agrees with the data from COHA. (Note also that for every decade, the
frequency is much lower in the TV and Movies corpora than in COHA, which is
to be expected, since this is more informal language than COHA overall.) Again,
the TV and Movies corpora probably reflect quite well the changes that were actu-
ally occurring in the language during this time. These corpora can thus also be
used to confirm and further probe results from sociolinguistic studies that inves-
tigate linguistic innovation and change (based on limited data), which have pro-
posed that television dialogue reflects and sometimes enhances ongoing language
change (see overview in Bednarek, 2018: 28–31). On the other hand, the TV and
Movies corpora can also be a basis for analyzing whether telecinematic discourse
itself is a dynamic or stable variety (see Veirano Pinto, 2014; Werner, this issue).

7. Conclusion

Subtitles data from movies and TV shows provide us with the ability to obtain
large amounts of informal data at a very low cost. It can be quite expensive to
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a.

b.

Figure 19. Frequency of passive constructions by decade in TV and Movies corpora

create a good spoken corpus with everyday conversation, which is evidenced by
the fact that most spoken corpora are quite small (one to two million words, as
with the Switchboard (Godfrey & Holliman, 1993) or CALLHOME corpora from
the Linguistic Data Consortium). And such corpora are quite limited in terms
of the phenomena that they can consider (see Davies, 2015). Larger spoken cor-
pora like that of the British National Corpus or the International Corpus of Eng-
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lish can be extremely expensive to collect, clean, and transcribe. But even here,
the corpora are rather small – five million words of informal conversation in the
BNC1994, and less than 2.5 million words of speech in the ICE corpora from the
US, Canada, UK, Ireland, Australia, and New Zealand combined.

TV and Movies subtitles corpora are essentially the best of all worlds. As
Section 5 indicates and other research confirms, they model conversation very
well. But they are extremely inexpensive to create – basically just the time involved
in downloading and categorizing the data, as was discussed in Section 3. And they
offer a huge advantage over actual conversation, in that the subtitles data can be
(and in fact is) much larger than in actual conversation. For example, the TV and
Movies corpora are (respectively) about 20 times and 12 times as large as BNC-
Conversation (the combined total from both the BNC1994 and BNC2014), and
the disparity is even greater for ICE.

Obviously, the subtitles data are not a perfect substitute for the actual spoken
language in these other corpora. For example, it is possible that there are some
features of actual speech, such as dysfluencies, hesitations, errors, repairs, syntac-
tic blends, prefaces, and tags (see Biber et al., 1999: 1037–1126) that may not appear
as much in the subtitles data as in actual speech, or which have a different distrib-
ution. Subtitles are limited by spatial constraints and condense or cut portions of
dialogue, which can affect various interpersonal and stylistic features such as dis-
course markers, formulaic politeness expressions, hesitations, false starts, phatics,
or sentential tags (Lugea, 2019). Levshina (2017) suggests that the language of sub-
titles is less vague, narrative and spontaneous, but more dynamic and emotional
than unscripted language. We will leave it to future researchers to investigate this
in more detail.

On the other hand, the immense size of the subtitles data means that we can
look at a much wider range of linguistic phenomena with this data, as well as
having huge amounts of informal data to look at language change and dialectal
variation. In summary, both the actual spoken data and the subtitles data can be
valuable tools to allow us to look at variation in very informal English. In addi-
tion, the TV and Movies corpora allow us to analyze telecinematic discourse (in
the form of subtitles) in its own right, across countries and over time.
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