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7 If Olive Oil Is Made of Olives,
then What’s Baby Oil Made of?

The Shifting Semantics of
Noun+Noun Sequences in
American English

Jesse Egbert and Mark Davies

Introduction

Noun+noun constructions (NNs)—also known as pre-modifying nouns,
nominal pre-modifiers, noun-noun sequences, and noun+noun com-
pounds—are a topic of particular interest in the study of English for a
number of reasons. NNs occur when a head noun is @R-Ec%m.nn_ by one
or more nouns (e.g. corpus linguistics, research design, book chapter).
However, the nature of the semantic relationship between a pre-modi-
fying noun and a head noun is highly variable (Biber et al., 1999). Even
for a given noun, there can be a wide range of meanings. Consider, for
example the variety of semantic relationships that are possible berween
the noun oif and a pre-modifying noun:

Semantic relationship Examples

oil is made from
oil is used for
otl is extracted from ___
oil found at the location of
oil belongs to

olive oil, vegetable oil, coconut oil
baby oil, motor oil, couking oil
shale oil, coal oil, tar sands oil
gulf oil, sea oil, ocean il

state oil, government oil

Each of the preceding examples come from the list of the 200 most fre-
quent N + oi/ constructions in the Corpus of Contemporary American
English (COCA). This demonstrates the tremendous amount of varia-
tion in the semantics of NNs. To further complicate matters, all of this
variation exists without any grammarical cues to indicate the semantic
relationship between nouns in NN pairs.

This intriguing phenomenon has been almost entirely ignored in the
literature. Very little empirical research has been focussed on the seman-
tics of NNs and how they have evolved over time. The objective of this
study is to take a first step toward filling that gap by triangulating use-
based corpus data and user-based classification data to 5<0m1mmﬂe the
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semantic relationships that are possible in NNs and how those categories
are changing over time.

In the next section, we discuss research into diachronic changes in the
use of NNs. After that we review previous literature on the semantics of
NN sequences and their classification. We then introduce two approaches
to linguistic data: use-based and user-based, and their relevance to the
present study. Finally, we introduce the objectives and research questions
for this study.

Diachronic Change in NNs

The use of NNs in English is increasing at an accelerated pace (Biber &
Gray, 2013). It has recently been shown that this pattern is part of a
larger trend in written English toward the use of more compression in
the noun phrase and less elaboration in clauses (Biber & Gray, 2016).
While NNs appear to be on the rise in English generally, the rate of this
increase varies quite dramatically across registers (Biber & Gray, 2011,
Biber, Egbert, Gray, Oppliger, & Szmrecsanyi, 2016).

NNs can simply represent a genitive relationship (e.g. FBDs director = direc-
tor of the FBI = FBI director). However, there are many other semantic rela-
tions that are possible between two nouns in a NN structure, as we observed
in the oil examples in the previous section. One of the reasons for the rapid
rise in the use of NNs is the fact that this structure is extremely productive,
not only in terms of the nouns that are used but also in the semantic rela-
tionships that are possible between the two nouns. Biber and Gray (2016)
suggest that the list of possible semantic relationship between nouns in NNs
is expanding over time, but an empirical investigation of these changes was
beyond the scope of their study. While no research has looked at diachronic
change in the semantics of NN, the next section describes previous attempts
at describing NN semantics in contemporary use.

Semantic Relationships in NNs

The multiplicity of possible semantic relationships between nouns in
NNs is a phenomenon that has perplexed linguists for decades. In the
earliest research on this topic, scholars working within a generative syn-
tax framework were unable to agree on the best way to classify NNs
based on their semantic properties (see Lees, 1970; Levi, 1974; Zimmer,
1971). Much of this research relied on paraphrasing NNs into clauses or
prepositional phrases in order to determine their meaning (see also Lauer,
1995; Nakov & Hearst, 2006). Based in part on this lack of agreement,
one scholar concluded that it is not possible to classify NNs into discrete
semantic categories (Downing, 1977).

One line of more recent research has focussed on NNs as a third geni-
tive variant (in addition to of and s genitives) (see Rosenbach, 2006,
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2007; Szmrecsanyi et al., 2016). However, it is also clear that many NNs
cannot be paraphrased using an s or of genitive. Moreover, many of the
NNs that can be paraphrased using one of those two variants do not
meet the traditional criteria for genitives (see Biber et al., 2016).

The Longman Grammar of Spoken and Written English is one of the
only reference grammars of English to describe patterns of use for NN
(Biber et al., 1999). The authors of this book include a list of 12 seman-
tic categories for NNs (three of which are subdivided into two types).
However, they also acknowledge that the list they provide is by no means
exhaustive or all-inclusive (Biber et al., 1999, p. S91). While this list
is useful, it was developed on the basis of the authors’ intuitions after
surveying corpus data rather than on an empirical quantitative analysis.

More recently, Girju, Moldovan, Tatu, and Antohe (2005) devel-
oped a list of 35 semantic classification categories for NNs in a top-
down fashion, based on their own experience and intuitions. It appears
that the authors of this study developed this list independently of the list
produced in Biber et al. (1999), as the lists look quite different and the
Girju paper does not make any reference to Biber et al. (1999). Assuming
that this is the case, there is a surprising amount of overlap between the
two lists. For example, both lists contain categories for location, pur-
pose, source, timeltemporal, agent/subjective, partitivelpart-whole, and
hypernymyfidentity. The longer list produced by Girju et al. is largely
a result of an attempt to classify NNs at a more fine-grained level. For
example, the authors of that study distinguish between cause (malaria
mosquito = mosquito that causes malaria) and make/produce (shoe fac-
tory = factory that makes shoes).

The list developed in Girju et al. was used by coders in their study to
classify a set of NNs into categories based on the semantic relationship
between the two nouns. The primary coders were two Ph.D. studencs
who were assigned to select one of the 35 categories for a set of NN
sampled from newspapers. The ultimate goal of Girju et al.’s study was
to train computational algorithms to automatically classify NNs. As a
result, the methods used by the authors, as well as the results they report,
are limited in their usefulness for descriptive linguistic purposes. How-
ever, to our knowledge, this is the only previous study that has taken an
empirical approach to the semantic relationships between nouns in NN,
The moderate agreement results they achieved are promising in that they
suggest that (a) NNs can be classified based on semantics and (b) this can
be done with at least some level of reliability.

The methods used in the Girju et al. study leave a number of important
questions unanswered, such as: What is the best method for establishing
a list of semantic categories for NNs? What is the best method for collect-
ing a sample of NNs that represents the full range of semantic categories?
Who should classify the NNs? How should this classification be per-
formed? While some of these questions may have been beyond the scope
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of Girju et al.’s study, they are central to the present study. Additionally,
our study also attempts to learn about i) an empirically supported list of
semantic categories for NNs; ii) the psycholinguistic reality of the seman-
tic relations between nouns in NNs; and iii) diachronic change in the use
of NN semantic categories. The present study is the first to attempt to
answer those questions.

Use-based vs. User-based Approaches to Linguistics

In order to achieve the objectives of our study, it is necessary to analyze
NNs using data from two different sources: use-based and user-based.
In this section, we describe these two types of data and how they can be
triangulated in linguistic research.

Use-based data includes any language actually produced by language
users. Corpus data is a prime example of use-based data. However,
corpora are not the only type of use-based data. Use-based data includes
elicited language, sociolinguistic interviews, test responses, and any other
type of recorded language data. The analysis of use-based data can provide
insights into a wide variety of phenomena about how a language is actually
used by its speakers, such as frequency of use, language choices, linguistic
possibilities and probabilities, diachronic change, and sociolinguistic varia-
tion. This study will rely on use-based data to (i) generate a list of high-
frequency NNs and (i) measure the frequency of those NNs over time.

Unlike use-based data, which is produced by language users, user-based
data is data about language that comes from language users. Examples of
user-based data include reader/listener perceptions, perceptions of dialect
features and accentedness, grammaticality judgments, text classification,
and data from psycholinguistic experiments (e.g. sentence completion
tasks, lexical decision tasks, eye-tracking, etc.). Technically speaking,
linguistic rescarchers are often users of the language they are analyzing.
However, these experts are excluded from our definition for user-based
data, which includes only language-related data from non-expert lan-
guage users. One source of non-expert user-based language data that is
becoming increasingly common in linguistic research is crowdsourcing.
Crowdsourced data is collected from a large number of people, usually
via an internet-based crowdsourcing service (e.g. Mechanical Turk).
Within linguistics, crowdsourcing has been used to collect data on reader
perceptions (Egbert, 2014; Egbert, 2016), register classification (Egbert,
Biber, & Davies, 2015; Biber & Egbert, 2016; Asheghi, Sharoff, &
Markert, 2016), word sense disambiguation (Rumshisky, 2011; Jurgens,
2013), among others.

Traditional methods in historical linguistics have relied heavily on
researcher intuition, judgment, identification, and classification. This
approach has always raised questions about the reliability of data cod-
ing. However, until recently it was possible for a single researcher to code
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all of the data for a study due to the relatively small dara sets and cor-
pora that have been used (typically just 1-2 million words for the :_oﬂ
widely-used historical corpora of English). This is no longer possible m,H._
many cases. The ‘lone researcher’ approach is entirely m:gr*:.mm:nw: with
the much larger historical corpora that are becoming widely used.

In this study, we propose a new approach m_ﬁ:ra_mmw on user-based
data r.wE multiple coders. This makes it possible to (1) develop a :i of
semantic categories for NNs and a NN classification instrument; and
to (i1} classify NNs into semantic categories. We believe this ap umc.mn:
addresses the issue of reliability because we are able to n.n:n.:_“:nw inter-
coder reliability and agreement. Additionally, this approach is scalable to
very large data sets, especially with the use of crowdsourcing technology

Study Aims and Outline

E this study, we attempt to answer the following three research ques-
tions about the semantics of NNs: ,

M. What semantic relationships are possible between nouns in NNs?

. Can non-expert language users reliably classify NNs into semantic
categories?
How do the semantic categories for NN develop historically?

This will be accomplished through triangulation of the previously listed
use-based and user-based methods. In the next section é.m gmma_.,_.v.m these
methods in detail. The Results and Discussion mmn:ow contains the ».:,_w
results of our study and our discussion of them, organized mnnﬁ,:.m::: to
the three research questions. We conclude this nrmmnm_. with a ﬁ:,::wi‘.,
0__ our findings and some reflective comments on the use of tri: : e ot
e riangulation

Methods

This section no:m::m a detailed description of the methods used in this
mﬁ_n_u.ﬁ We begin by describing the design of the corpus and the mm.n:.n_w
queries we used. We then explain the methods used to amﬁmv:ﬂr, a list
of semantic relationship categories for NN, develop an m:mﬂ;:?m_mﬂ for
n_u.msz:m NNs into these categories, and use that instrument to classify
.m,uuw NNs. Finally, we describe the methods we used to analyze ﬁ_:.m ,g.:.ﬂ
in order to answer our three rescarch questions. ‘ S

Corpus

The c.mm-wmmma aspects of this study relied on the Corpus of Historical
American English (COHA) (Davies, 2010). COHA conrains Just over
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Table 7.1 Composition of COHA, by Register and Decade

Decade  Fiction Popular Newspapers Non-fiction Total
Magazines Books

1810s 641,164 88,316 0 451,542 1,181,022
1820s 3,751,204 1,714,789 0 1461,012 6,927,005
1830s 7,590,350 3,145,575 0 3,038,062 13,773,987
1840s 8,850,886 3,554,534 0 3,641,434 16,046,854
1850s 9,094,346 4,220,558 0 3,178,922 16,493,826
1860)s 9,450,562 4,437,941 262,198 2,974,401 17,125,102

1870s 10,291,968 4,452,192 1,030,560 2,835,440 18,610,160
1880s 11,215,065 4,481,568 1,355,456 3,820,766 20,872,855
1890s 11,212.219 4,679,486 1,383,948 3,907,730 21,183,383
1900s 12,029,439 5,062,650 1,433,576 4,015,567 22,541,232
1910s 11,935,701 5,694,710 1,489,942 3,534,899 22,655,252
1920s 12,539,681 5,841,678 3,552,699 3,698,353 25,632,411
1930s 11,876,996 5,910,095 3,545,527 3,080,629 24,413,247
1940s 11,946,743 5,644,216 3,497,509 3,056,010 24,144,478
1950s 11,986,437 5,796,823 3,522,545 3,092,375 24,398,180
1960s 11,578,880 5,803,276 3,404,244 3,141,582 23,927,982
1970s 11,626,911 5,755,537 3,383,924 3,002,933 23,769,305
1980s 12,152,603 5,804,320 4,113,254 3,108,775 25,178,952
1990s 13,272,162 7,440,305 4,060,570 3,104,303  27,877.340
2000s 14,590,078 7,678,830 4,088,704 3,121,839 29,479,451
TOTAL 207,633,395 97,207,399 40,124,656 61,266,574 406,232,024

400 million words of published writing across four registers of Ameri-
can English between 1810 and 2009 (see Table 7.1). Roughly half of
the words in COHA come from fiction (prose, poetry, and drama). The
other half is composed of popular magazines (24%), non-fiction books,
balanced across the U.S. Library of Congress classification system (15%),
and newspapers (10%). A more complete description of COHA, along
with a complete description of all 115,000 texts can be found at hetp://
corpus.byu.edu/cohal.

Corpus Analysis

The first step in our study was to extract the most frequent NNs from
COHA. COHA was tagged using the CLAWS part-of-speech tagger.
Using these tags, we performed a database query that identified all occur-
rences of two adjacent nouns. In order to ensure that we represented
NNs from across the time periods in COHA, we divided the corpus into
six time perieds (1810-1840; 1850-1880; 1890-1920; 1930-1950;
1960-1980; and 1990-2000) and required that at least the 400 most
frequent NNs from each of the six time periods were included in our
data set. We limited our analysis to the 1,535 most frequent NNs. Before
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establishing our final list of NNs, we manually eliminated non-NNs that
were in the list as a result of ragging errors. Frequency data (per million
words) for each decade was recorded for each of these 1,535 NNS. These
normed frequency counts were used for the analysis of diachronic change
(Research Question 3).

Developing a User-based Instrument for NN Classification

The next two steps of our method, developing a list of semantic cat-
egories for NNs and an instrument for NN classification, are described
together in this section. This is because these two steps were developed
simultaneously in a bottom-up fashion through a series of pilot studies.
We used the list of semantic categories for NNs in the Longman Gram-
mar of Spoken and Written English (LGSWE) as a starting point for our
research (Biber et al., 1999, pp. 590-591). The LGSWE categories are:

1. Composition
2. Time

3. Location

4. Partitive

5. Specialization
6. Institution
7. Identity

8. Source

9. Purpose
10. Content
11. Objective
12. Subjective

Pilot Study 1

The first pilot study was performed by the two authors (N =2). We began
by randomly sampling 100 NNs from our list of 1,535 NNs. We then
attempted to independently classify each NN into one of the 12 LGSWE
categories. A comparison of the results revealed extremely low inter-rater
agreement. After discussing the reasons for the disagreements we real-
ized that we did not even agree on the distinctions between the semantic
categories.

Based on this discussion, we made modifications to the list of catego-
ries. We also learned from this pilot study that selecting from a long list
of semantic categories is a difficult task. This led us to develop a classifi-
cation instrument in which coders select from a list of sentences, where
each sentence presents the NN in question in the form of an explanation
of the relationship between the two nouns (e.g. afternoon tea: ‘tea is
found or takes place at the time of afternoon’). Based on our experience
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with the first pilot study, we believed this approach would be superior
because it would make the task faster and more natural by eliminating
the requirement for coders to memorize and interpret the definitions of

the semantic categories.

Pilot Study 2

For the second pilot study we used the instrument described earlier. The
coding was performed by university students (N = 42) enrolled in classes
taught by the two authors. Each coder classified the same set of 30 NNs,
which were randomly selected from the original list of 1,535 NNs. This
was done using an online survey tool that presented each of the 30 NNs
followed by 12 sentences with the instruction to select the sentence that
best represented the meaning of the NN. The results of this study revealed
that while perfect agreement among the 42 participants was rare, most
of the NNs were coded into one semantic category by a large majority of
the coders. This led us to the conclusion that more than two raters were
needed to get reliable results for this task.

Based on our results, we made small modifications to the wording of
some of the sentences. We also noticed that three of the more general
semantic categories were being overused by some of the participants.
This led us to modify the instrument so that it began with the ques-
tion, “Do any of the following describe the meaning of 27, fol-
lowed by nine options. Then, after a section break, the survey presented
the question, “IF NOT, do any of the following describe the meaning of

27 This was done with the hope that coders would take the
opportunity to select a more specific category, if it was the best choice,
rather than repeatedly selecting more general categories that mighrt also
make sense within the rephrased sentence. For example, the categories
of purpose, topic, and process were overused n the early pilot studies.
The modification described here secemed to motivate participants to select
the most appropriate option. The list of semantic categories used in this
study, along with the rephrased sentences used in the classification instru-
ment, is displayed in Table 7.2.

Pilot Study 3

In the final pilot study, we used the modified version of the survey used
in Pilot Study 2. We recruited coders (N = 59) through Mechanical Turk.
Together, these workers coded 150 NNs, randomly sampled from the
original list of 1,535 NNs, and each NN was coded by cight independent
workers. The results of this pilot study were encouraging, showing that
most of the NNs were coded into a single semantic category by a major-
ity of the eight coders. Based on these results, we decided that the list of
semantic categories and the mstrument were ready to be used on a large
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Do any of the following describe the meaning of health care? _

O care is made from health, (example: glass window)

| o care i1s found or rakes place ar the time of health, (e: mple: Christmas
party) 7

O care is found or takes place at the location of health, (example: comer |
cupboard)

O care is one of the parts that make up a(n) health, (example: car legs) _

O care is a person, health is what he/she specializes in. (example: finance
director) _

O n,,:.n_mu:_s...,z:;._::,:m::r;ﬂ_#,Cﬁc3;,:...;:::9.: ?,é_:zﬁ
msurance A>C.C$CQ:J,V
@

care is owned by health, (example: pirate ship)

O A(n) health care is a(n) health and it is also a(n) care, (example: exam
paper)

O health is the source of care. (example: plant residue) 7

IfN any of the ing describe the meani .
OT, do any of the following describe the meaning of health care?

O health is the ropic of care, lexample: algebra textbook) ;

O care is a process related to health, (example: eye movenent)

O health is the purpose or use for care, lexample: pencil case)

Figure 7.1 An Example of the Final Classification Inscrument for NN Sequences

mnm?.*cun. our final analysis. A screenshot of our final instrument can be
seen in Figure 7.1.

Classifying NN Sequences

After making several rounds of revision to the list of Semantic categories
and to the classification instrument, based on three pilot studies, S.m,ﬂ‘m._.m
prepared to collect data on a larger scale. We recruited a large number of
coders (N = 255) through Mechanical Turk. These workers mogﬁi the .?:
set of 1,535 NNs described in the Methods section. As with Pilor m:&e"
3, each NN was coded by eight independent workers. .

Data Analysis

Agreement and Classification

.h,/m”mn:é:m was measured using Fleiss® kappa, a statistic for measuring
INLEITALEr agreement among two or more raters on categorical data. Like
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Cohen’s kappa, Fleiss’s kappa accounts for chance agreement among
raters, making it more robust than simple percent agreement. However,
unlike Cohen’s kappa, Fleiss’ kappa does not require coders to be .ﬁrm
same for each item, making it ideal for the design of our mEn_.w. Fleiss
kappa calculations were performed in R, using the pwmvmmﬂ:.mm_mm, func-
tion in the irr package (Gamer, Lemon, Fellows, & Singh, NO.H.MU.

After measuring inter-rater agreement, we set out to classify as many
NN as possible into a single semantic category. We began Eﬂ.nm_n:_mn-
ing the number of coders that assigned each of the 1,535 JZM into each
of the 13 categories (12 semantic categories plus an ,oﬂvo.m option). We
determined that a NN sequence would be assigned to particular category
if that category was selected by a plurality of the coders. In our study, we
used the following definition for plurality. A particular NN sequence was
classified as Category X by a plurality if:

a. It was classified as Category X by 5+ raters; or

b. It was classified as Category X by 4 raters, and no other category was
selected by more than 2 coders; or

c. It was classified as Category X by 3 raters, and no other category was
selected by more than 1 coder.

Quantitative Analysis

The subset of NNs that met the previously listed agreement criteria was
included in this study. These NNs, along with normed rates of oceur-
rence {per million words) for each of the six major COHA time periods,
were stored in a spreadsheet. These data were used to noaﬁzﬁm.?w@:mzn%
means for each of the 12 semantic categories in each time period. These
means were used to measure diachronic change in the use of the 12 seman-
tic categories. [t was also used to perform a factorial >ZO<> to measure
the effect of time, semantic category, and the interaction between those
two variables, on the frequency of use of the NNs in the data set. All
statistical procedures were performed in R.

Results and Discussion

Semantic Relationships

Before analyzing the quantitative results of the study, we S,“_: first take a
closer look at the semantic categories included in the final list. The com-
plete list, along with the rephrased sentence used in the instrument and
three examples for each, is displayed in Table 7.2. _

These semantic relationships can be organized on a continuum ﬁrmn
ranges from more concrete to more abstract. The categories of Oo:%cm_-
tion, Partitive, and Location are quite concrete, whereas the categories of
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Table 7.2 Semantic Caregories of NNs, With Rephrased Sentences and Examples

Category

Rephrased Sentence

Examples

Composition

Time

Location

Partitive

Specialization

Institution

Identity

Source

Purpose

Topic

Process

Ownership

N2 is made from N1

N2 is found or takes
place at the time
of N1

N2 is found or
takes place ar the
location of N1

N2 is one of the
parts that makes
up a N1

N2 is a person. N1
is what he/she
specializes in

N2 is an institution.
N1 is the type of
institution

Afan N1 N2 is a/an
N1 and it is also a/
an N2

N1 is the source of
the N2

N1 is the purpose or
use for N2

V1 is the topic of

the N2

N2 is a process
related to N1

N2 is owned by N1

brass button
grape juice
paper towel
Christmas gift
autun leaf
suimmer atyr
library door
street light
mountamm streamn
shirt collar
chicken breast
television sereen
college professor
sales manager
construction worker
police departinent
oil industry
law school
patron saint
bow tie
minority student
farn income
man porwer
drug problem
assault weapon
light bulb
operating room
tax law
world news
science fiction
data analysis
air conditioning
population growth
enemy plane
family mansion
merchant vessel

Process, Purpose, and Topic are more abstract. Tl
ership and Source fall somewhe

1¢ categories of Own-
re in the middle. Scholars in semanrics

have hypothesized that linguistic forms with concrete meanings tend to

develop before forms with more abstract meanings (
Heine, Claudi, & Hiinnemeyer, 1991)
size that concrete NNs were

NNs were adopted later.
The final list of semantic categories used in this study is by no means

exhaustive, As we will see in the next section, there

see Traugott, 1989;
- Based on this, we could hypothe-
adopted into English first, and more abstract

were many NNs that
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coders could not agree on. One reason for these disagreements may be
that the actual semantic category for the NN was not presented as an
option in the instrument, and coders disagreed on what &n next best
option was. However, based on the results of our pilot .mEa__nm and data
collection, we believe that this list includes many of the important mean-
ing relationships that can exist between two nouns in a NN, We hope
that this list serves as a useful starting place for future research.

Classification Agreement

The overall Fleiss’s kappa was .34 for the full set of 1,535 NNs with Em_uﬁ
raters and 12 categories (12 semantic categories plus an ‘other’ ow.zo:u.
This can be interpreted as an indication of “fair agreement” according to
Landis and Koch (1977).

As discussed in in the Methods section, NNs were assigned to a cat-
egory if they met our criteria for classification by a w_E.m:Q of noam_.m..
Overall, 974 NNs met these criteria, allowing us to n_mm«w_@ approxi-
mately 64% of the NNs. Table 7.3 shows the number of NNs that were
classified into a semantic category at each level.

The data in Table 7.3 can be analyzed in many different ways. We
could focus on the fact that coders were not able to agree on a single
semantic category for 36% of the NNs. We were actually quite encour-
aged by these results despite being unable to achieve agreement on all of
the NNs in our data set. A large and varied group of untrained coders
managed to classify nearly two thirds of the NNs in our data set, S:ro&
any situational or linguistic context to aid them. We should also w.aﬁu in
mind that many of the NNs in our data set were most ?m.n_;m:m in ear-
lier time periods (e.g. chain stitch, salt pork, boon companion, tenement
house), increasing the likelihood that they would be unfamiliar to con-
temporary coders. We do, however, believe that the cases where agree-
ment was not achieved raise important questions that must be man:.mmmm.a
in future research. These questions include: What ma&sos.m_ semantic
categories for NNs exist? Are there NNs that represent szn_.m (i.e. they
can fit within multiple semantic categories)? Would modifications to the

Table 7.3 Classification Agreement Results

Raters NNs Cumulative NNs
8 133 133
7 171 304
6 174 478
5 238 716
230 946

28 974

W B
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coding instrument improve inter-rater agreement? Would some amount
of coder training help improve inter-rater agreement? While the answers
to these questions are beyond the scope of the current study, we believe
they are important questions for future research that will add to our
understanding of the semantics of NNs.

The remaining results in this study are based on the reduced data set of
974 NNs that were classified into a single semantic category. We computed
Fleiss® kappa for this data set overall, as well as for each of the 13 semantic
categories. The overall Fleiss’ kappa was .47, revealing a marked, if unsur-
prising, improvement over the kappa results for the full data set.

For the reduced data set, we also computed Fleiss® kappa for each of
the 13 categories separately. These results are given in Table 7.4. There is
a wide range of variation in the inter-rater agreement across these catego-
ries, including three categories that could be interpreted as “substantial
agreement’ (.61-.80) and three that would be interpreted as “slight agree-
ment’ (.01-.20) (Landis & Koch, 1977).

After reviewing the agreement results, we were curious to know whether
coders are more likely to agree on the semantic category of NNs that are
more frequent in recent decades than in the distant past. As discussed
earlier, in order to learn about diachronic change in the use of NNs, we
included NNs that were much more frequent in historical time periods
than in contemporary use. However, we believe this may have presented
challenges to coders who are unfamiliar with the language used in those
carlier time periods. While a comprehensive analysis of this relationship
is beyond the scope of this study, we ran a series of simple correlations
between the frequency of the NNs across semantic categories and the
Fleiss’ kappa agreement across those categories. This same correlation was

Table 7.4 Fleiss” Kappa Results Across the 13 Semantic Cartegories for the
Reduced Set of 974 NNs

Category Eleiss™ kappa Interpretation
specialization 0.731 Substantial
composition 0.727

time 0.653

location 0.569 Moderate
institution 0.542

purpose 0.385 Fair
process 0.369

partitive 0.262

source 0.259

ownership 0.231

identity 0.206 Slight
other 0.197

topic 0.162
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Figure 7.2 NN Frequency by Agreement Correlations Across Time Periods

run for each of the six time periods included in this study. The results are
displayed in bar plot form in Figure 7.2. The six time periods are laid out
on the x-axis and the correlations are plotted on the y-axis. It can be seen
from this plot that there is a strong relationship between inter-rater agree-
ment among the coders and the frequency of the NNs across time periods.
Whereas there is a moderate negative correlation between these two vari-
ables in the earliest time period (1810-1840), there is a strong positive
correlation in the two most recent time periods (1960-1980; 1990-2000).
From these results we can draw two conclusions: (i) there 1s a relationship
between NN frequency and inter-rater reliability; and (i) this relationship
is much more pronounced for recent data sets than for older ones.

Diachronic Change

To answer the third research question, we investigated diachronic changes
in the use of NNs across the 12 semantic categories. Our results con-
firmed findings from previous research by showing that NNs are increas-

ing in frequency over time. We found that this pattern holds true across

all of the semantic categories (see Table 7.5).

However, our analysis of the data revealed that this general pattern
only tells part of the story. There is a large amount of variability across
semantic categories in their inttial frequency in the earliest time period of
the corpus, as well as in their frequencies in the most recent time period.
Moreover, the rate of increase over time varies widely across semantic
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Fable 7.5 ZE.:#.L. Rates of Occurrence (per Million Words) of NN Semantic
Categories Across Six Time Periods ,

Category 1810- 1850~ 1890~ 1930~ 1960~ 1990
1849 15§90 1929 1959 1959 2009
Institution 45.06 45,18 110.01 o 27827
Location 83.81 10143 15257 20703
Specialization 1925 39.06 100.47 5 J.. g
Purpose 2360 2074 51.00 i
Composition 85.52 98.13 95.78 _[“mi
Process 10.07 1160 2843 :.:wﬁ
rvm.::.r.c 33.98 29.02 35.86 l:\ :L
Time 36.94 4671 4045 #3575
Topic 16.56 19.52 26.68 cw.f
Idenicy 1426 1148  222] S6.53
Pirciitie 393 3.12 7.42 oan
Ownership 469 420 7.27 t
Othet 1629 1262 1511 Mw_w

caregory. In the next section we describe the r sults of a factorial ANOVA
aimed at accounting for the effect of time and semantic category, as well
G o B R : A
as a possible interaction between them.

Statistical Results

-

We performed a 6 x 13 factor

ve el , ‘ ANOVA to determine the statisrics
effects of :#” «..;._.E_q_mm of time and semantic category on variation in the
quency of NNs in the data set. The results of this analysis revealed a

tre
v,_mz_:ﬁ::. .:: action effect between the variables of time and semantic
cate Jory, F(60, 5766) = 4.18, £ <0001, R* = .03, This shows ,:e:. ﬁ_?m
n_:.c:xu. change in the use of a particular NN i« likely ro gctc.:; Mv: ﬂ_w z
semantic relationship between the two nouns. NN mﬁ.g:czﬁa was __f,w
t..w..:ﬁeg _J_v.. J,c_mwm:ﬂc category, F(12, 5766) = 3.50, p < .0001, R- ,n,.ﬁ.wo.@
and time, F(6, 5 766)=119.67, P <.0001, R* = 08. ..
TE.E?.E.. 5 the presence of an interaction, it is appropriate to investi-
gate simple effects (i.e. differences between the levels of variable | :.,:_.H,
each level of variable 2, separately} racher than the c/..,c_.m: main 1_~:
produced by the factorial ANOVA. Thus, our next step was :.v d rf F_ J
the diachronic trends in the use of NNs across nyn: of }m.._ 3 f,n__rm”?_ﬁwp,
categorics. Although each of the categories follows a y.:.m_:_,,. .%:m__.n_:ﬂ
trend, we managed to identify three major patterns of diachronic chang

I. Frequent & frequent
2. Infrequent = infrequent
3. Infrequent > frequent
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In the next three sections we present descriptions of these patterns,
including quantitative and qualitative findings from our data.

Pattern 1: Frequent = Frequent

The first partern we discovered in our data set was that two mmEmﬂ:n.
categories, location and ao:%omm:.o:_ were more frequent 1,.5: 1.,_0 awn _Q.
categories in the earliest time Ua:ﬁ.ﬁ (Figure ﬂwv Whereas most o rﬁ he
categories occurred less than 50 times per E._:._o: words ?:ji,u ﬁ.mwo
two categories occurred about 835 times per million words. Hrm.mw rmﬁnmw-
ries share the characteristic of being highly concrete. ﬂo.:%om_ao: Z..H/m
(e.g. stone wall, orange juice, gold watch, wood m.ooi include Bmm&_m
objects, where N2 is a concrete head noun and ?.H is another noa.:.mqmﬁn
noun that specifies what N2 is made D.O.E. In location ZZM (e.g. k:.n_ en
table, heart disease, forest fire, mountain resort) 7:. ammn:vnm. mﬁ. place
where N2 exists or takes place. Of all the semantic categories in our
framework, these two categories are the most concrete. This suggests H_.EH
the NN grammatical structure may have begun as a means of aomnw_w.ﬁm
concrete objects and processes and was later adopted for the m_mmnjﬁzo:
of more abstract concepts and processes. This supports the previously
mentioned hypothesis that semantic change often mm:m.am from concrete
meanings to abstract meanings (see u.wm:m.ﬁ.:u 1989; IQ:.m et al., wa ).

The categories of location and composition have v.omr increased in use
over time. Based on the data in COHA, the rate of increase moﬂ.. the cat-
egory of composition has been relatively modest over time, with a net
increase of just over 40 occurrences pmw from time ﬁm:o,a 1 to time
period 6. In contrast, the location category has increased in use much

250.00

|

=
200,00 \\lllllll..Il\

150.00 =

100.00

50.00

0.00
1810-1849 1850-1889 1890-1929 1930-1959 1960-1989 1990-2009

= il = |0cation === composition

Figure 7.3 Diachronic Change in the Semantic Categories Within Pattern 1—
Frequent = Frequent
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more rapidly, with a net increase of more than 120 OCCUTTENCes pmw,
Although these two categories are not the most frequently used semantic
categories for NNs, they are both more frequent than more than half of
the semantic categories. It is interesting to note that location and com-
position NNs, combined, made up more than 40% of all NNs in our
data set during the period of 1810-1849. This proportion shifred quite
dramatically to a mere 19% in the most recent time period, showing the
relatively rapid diachronic spread of NN constructions into other seman-
tic domains.

Pattern 2: Infrequent > Infrequent

The second pattern comprises semantic categories that have occurred in
every time period, but which have remained consistently infrequent rela-
tive to the other semantic domains (Figure 7.4). This list includes the fol-
lowing semantic categories: time (e.g. summer day), identity (e.g. student
teacher), partitive (e.g. family member), topic (e.g. algebra text), source
(e.g- govermment policy), ownership (e.g. police car), and other.

The semantic categories in Pattern 2 are less frequent than the catego-
ries in the other two patterns. All of these categories are increasing, just
at different rates. Some of these categories, such as source, ownership,
identity and time, are only about 2-3 times more frequent in the most
recent time period when compared with the earliest time period. Idencity
NNs are four times more frequent, and topic NNs are six times more
frequent. The semantic category in this partern that is increasing most
rapidly is the partitive category, which is nearly 20 times more frequent

250.00

200.00

150.00

100.00

50.00 .

——— e e -~ - K
vy, et TN N Tt SN
0.00 F L e S A

1810-1849 1850-1889 1890-1929 1930-1959 1960-1989 1990-2009

=l time == dentity —e * partitive =Q==topic « K= source +=-p-- ownership ==Xm== other

Figure 7.4 Diachronic Change in the Semantic Categories Within Partern 1—
Infrequent = Infrequent
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in time period 6 when compared with time period 1. The semantic cat-
egories within this pattern represent the broad range of semantic rela-
tionships that can oceur in NN sequences even if they are not snm__.:‘ as
frequent in contemporary American English writing as the categories in
the other two time periods.

Pattern 3: Infrequent > Frequent

The semantic categories within Pattern 3 are particula ly interesting since
these NNs have undergone the most rapid changes in frequency during
the past 200 years (Figure 7.5). The four categories in this @,»:_.“m_‘:.m:m_:&n“
institution (e.g. insurance company, stock market), specialization (e.g.
police officer, government official), purpose (e.g. credit card, golf course),
and process (e.g. tax cut, birth control). On average, these categories are
13 times more frequent in period 6 than in period 1. Moreover, these cat-
egories comprise the four most frequent meaning relationship categories
for NNs, occurring more than 250 times pmw, on average.

A closer look at the particular NN sequences within these four catego-
ries suggests that the rapid increase in the use of these categories reflects
societal changes in the United States. The most salient of these changes
seem to be related to specialization—of knowledge, labor, industry, and
day-to-day processes. This shift in the semantics of NNs Seems to corre-
spond to the development of increasing specialization in scientific disci-
plines, government, commerce, job descriptions, and Hmnrzﬂ_cm.f among
many others. Obviously, there is much more to the story since this shift
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Figure 7.5 Diachronic Change in the Semantic Categories Within Parrern 1—
Infrequent = Frequent
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toward specialization could have been expressed in other ways in Ameri-
can English. The other piece to the puzzle seems to be a shift toward
increased economy in the language that manifests itself in the use of com-
pressed phrases rather than elaborated cla uses, especially in writing (see,
g. Biber & Gray, 2016).

Conclusion

Summary of Findings

Our end goal in this study was rhe description of diachronic change |
the use of NNs across categories representing distiner semantic relation-
ships between N, and N, (RQ 3). Before it was possible to answer thar
question, however, it was necessa y to establish a list of the semantic
relationships that are possible berween rwo nouns in an NN (RQ 1) and
determine whether non-experts could reliably classify NNs based on the
meaning relationship between the two nouns (RQ 2).

To address RQ 1, we developed a list of 12 semantic categories for
NNs. This list was initially based on Biber et al. (1999), but we made
several revisions to it based on a series of pilot studies. During those
same pilot studies, we refined an instrument that could be used by non-
expert English speakers for classifying NNs into semantic categories, In
answer to RQ 2—can non-expert language users reliably ¢ assify NN
into semantic categories>—we would answer ‘ves'. Using this method,
we managed to classify nearly two thirds of the NNs in our data ser.
Icémf\c_..,s\mm_mc3::1Q:#:_n._..:r_m E_

ton in reliability across the
semantic categories, suggesting that some of these categories are much
better defined than others in the minds of language users. We also found
an cftecr of time on inter-rater reliability. Raters were much more likely
to agree on NNs that are more frequent in recent time periods than those
that are more frequent in earlier time periods.

Our analysis of historical change in the use of NNs confirmed that ¢ e
NN construction is mcreasing over time in written English. The result
of this study have also shown that NN are becoming increasingly pro-
ductive, with the construction rapidly spreading across a wide range of
semantic categories over the course of 200 years, a relatively short period
of time in historical linguistics. We have also shown that different seman-
tic categories have developed over time in very different ways. While al]
of the semantic categories are Increasing over time, we showed a statisti-
cal interaction between time and semantic category. We then explored
three underlying patterns of historical development. The first pattern
includes two semantic categories that have been relatively frequent in
all time periods. The second pattern includes seven categories that began
with low frequencies and have experienced relatively small increases i
frequency over time. The final category includes four categories that have
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undergone rapid increases in frequency over time, beginning with rela-
tively low frequencies and ending with the highest frequencies in the data
set. We believe that one explanation for these changes is the hypoth-
esis that semantic change moves from more concrete to more abstract
meanings.

On Methodological Triangulation

The use-based corpus methods in this study were quite straightforward.
The user-based methods, on the other hand, presented many challenges.
Our experience was that non-expert raters perform best when the instru-
ment relies on terminology and tasks they are already familiar with. In our
case, that meant eliminating the names we had developed for the seman-
tic categories and structuring the instrument in the form of a series of
simple sentences. We had a similar experience in another project focussed
on register classification in which coders performed better when register
labels were replaced with familiar situational characteristics (e.g. spoken/
written, interactive/non-interactive) (Egbert et al., 2015). We also found
that it was not realistic to expect high inter-rater reliability between two
raters in the task of classifying NNs. However, we were able to classify
most of the NNs when we used eight raters and focussed on plurality
agreement rather than inter-rater reliability. We had similar experiences
in previous research that triangulated user-based and use-based corpus
research methods (see Egbert et al., 2015; Egbert, 2014).

This study would not have been possible without the combination of
use-based corpus data and the user-based semantic classification of human
raters. High frequency NNs extracted from the corpus (use-based) were
classified by raters (user-based) in a series of pilot studies that informed
the development of a list of semantic categories and a NN classification
instrument. This instrument was used by hundreds of raters (user-based)
to classify 1,535 NNs extracted from the corpus (use-based) to represent
patterns from six time periods. Finally, diachronic change in the frequen-
cies of each semantic category of NNs (use-based) was measured for each
of the categories that were established by raters (user-based). The itera-
tive use-based and user-based stages of this research process combined
to create a robust research methodology. This methodology provided
data to address the question of historical change in English NNs across
semantic categories.

The results of this study demonstrate the value of triangulating corpus
linguistic methods with other methods in linguistics. Although it would
have been possible for us as linguistic researchers to attempt to classify
each of the NNs in our data set, we believe there were major advantages
to using non-expert language users for the task. The most obvious advan-
tage was that we were able to classify all of the NNs in our data set in a
fraction of the time that it would have taken us. More importantly, we
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learned a great deal in this study about the semantics of NNs that we
could not have learned if we had attempted to classify them ourselves.
We learned thart:

1. wsers can think about the meaning relationship between two nouns
in a NN by rephrasing it in the form of a sentence.

2. some semantic categories are much easier for users to agree on than
others.

3. users are much more likely to agree on the semantic category of a
NN if it is frequent in contemporary English.

4. users can usually identify the semantic relationship berween two
nouns in a NN without (i) any linguistic context or (ii) grammarical
cues.

We believe that discoveries such as these are extremely valuable because
they answer questions that are unanswerable using corpus data alone.
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8 Corpus Linguistics and Event-
Related Potentials

Jennifer Hughes and Andrew Hardie

Introduction

Collocation can be defined as a “co-occurrence relation between two
words”™ (McEnery & Hardie, 2012, p- 240), with collocation extraction
being one of the key techniques used in corpus linguistics. Indeed, Gilquin
and Gries (2009) find that 32% of a sample of 81 corpus research articles
use collocation analysis. However, despite the prevalence of collocartion
analysis, it is not clear whether corpus-derived collocations are actually
processed differently by the brain from non-collocational sequences, and
therefore whether collocation can be seen as being a plausible psycho-
logical phenomenon.

There is growing recognition of the importance of combining corpus
data with experimental work. For instance, Arppe, Gilquin, Glynn, Hil-
pert, and Zeschel (2010, p. 6) point our that “linguists have made rela-
tively few efforts up until now to test the cognitive reality of corpora”.
Likewise, Gries (2014, p. 12) argues that “there will be, and should be,
an increase of corpus-based studies that involve at least some valida-
tion against experimental data”. Some psycholinguistic studies have
attempted to ascertain the psychological validity om,cohﬁ_._mdc_._,qmg col-
locations using techniques such as eye-tracking and self-paced reading
(c.g. Conklin & Schmitt, 2008; McDonald & Shillcock, 2003a, 2003b;
Underwood et al., 2004; Huang, Wible, & Ko, 2012). The results of these
studies reveal that sequences of words which form collocations are read
more quickly and receive fewer eye fixations than sequences of words
which do not form collocations. These studies therefore provide strong
evidence in support of the validity of collocation as a psychological phe-
nomenon. However, to ascertain whether or not there exists a neural cor-
relate of corpus-derived collocations, it is necessarily to combine corpus
data with neuroimaging (also known as brain imaging) techniques—and
thus study processing activity directly rather than via proxy variables
such as eye movements.

One such imaging technique is electroencephalography (henceforth
EEG), where electrodes placed across the scalp detect some of the electrical



