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Corpus-based Studies of Lexical and Semantic
Variation: The Importance of Both Corpus Size
and Corpus Design

Mark Davies

Abstract

Small corpora (e.g. 1-5 million words) are often adequate for the study of high-
frequency syntactic constructions, but they are typically inadequate for the study of
lexical and semantic phenomena, especially for medium and lower-frequency words.
“Mega corpora’, on the other hand, may have billions of words of easily-obtainable web
pages, but they are often just a huge “blob” of texts, which does not have a structure
which lends itself to the study of variation. In this paper, we discuss three corpora of
English — coca, coHa, and GloWbE — which are very large (about 100 times the size
of comparable corpora like 1CE or the Brown family of corpora), but which also have
a corpus design, architecture, and interface that lends itself to the in-depth study of
variation. With such corpora, we are able to examine genre-based, historical, and dia-
lectal variation in lexis and meaning in ways that would be difficult or impossible with

comparable corpora.
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1 Introduction

English corpus linguistics has a strong tradition of using small, carefully-crafted
corpora (1-5 million words) to look at change and variation, and hundreds of
insightful studies have been carried out with these corpora. Within the last
decade or two, however, there has arisen a different model, which favors the
use of very large corpora — some of which are now billions (or tens of billions)
of words in size.
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The “small is beautiful” approach tends to focus on those phenomena where
there would be enough tokens in a small corpus — such as modals and other
auxiliaries. But it often ignores lexical and semantic variation, simply because
there isn't enough data for such analyses. The “bigger is better” approach tends,
not surprisingly, towards those phenomena where massive amounts of data is
required, such as lexical analyses. But this approach also ignores variation in
lexical and semantic phenomena, because these corpora are often just com-
posed of immense “blobs” of easily-obtainable web pages, and there is no way
to sub-divide this “blob” into meaningful sections.

In this paper, I will suggest that we can indeed have large corpora — fifty to
one hundred times as big as what was available ten to twenty years ago. But
they don’t necessarily need to just be a huge, undifferentiated blob of newspa-
pers or web pages. With the right corpus design, architecture, and interface we
can compare the many distinctions inherent in these corpora — whether it be
between genres, between dialects, or between historical periods.

In this paper I will consider three corpora that are available from the ByU
suite of corpora — all of which allow us to carry out in-depth analyses on lexical
and semantic variation.! coca (the Corpus of Contemporary American Eng-
lish) contains 520 million words from 1990 to 2015, and it continues to grow by
20 million words each year (Davies 2009). Most importantly, it contains more
than 100 million words from each of the genres of spoken, fiction, magazine,
newspaper, and academic texts. COHA (the Corpus of Historical American
English) contains 400 million words from the 1810s to the 2000s (Davies 2012).
And GloWbE (the corpus of Global Web-Based English) contains 1.9 billion
words from twenty different countries (Davies & Fuchs 2015).

All of these are very large corpora. coca is more than five times as large as
the British National Corpus, and coHA and GloWbE are each 50-100 times as
large as comparable corpora like the Brown family of corpora (historical) or
the International Corpus of English [1cE] (dialectal). And yet the unique cor-
pus architecture and interface for these corpora allow us to examine variation
in ways that is often ignored with even larger corpora, which — as mentioned —
force us to analyze the entire corpus as one giant “blob” of data.

In terms of organization, Sections 2 and 3 will examine the issue of size, and
show how corpora that are 50-100 times as large as earlier corpora really do al-
low us to examine many types of variation that could not be studied otherwise.

1 The focus of this paper is lexical and semantic change and variation. For examples of using
€ocA, COHA, and GloWbE to look at variation and change in syntax, see Davies 2014.
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Section 4 then turns to the related issue of comparisons between corpora and
also “data granularity” - the fact that once we move beyond very small cor-
pora, we then have enough data to divide the corpus into different sections for
meaningful comparisons.

At that point it might seem that size is the only thing that matters. In Sec-
tion 5, however, we consider some data from very large corpora, which shows
that without some meaningful divisions in the data, we have very little sense of
exactly what we're looking at. Finally, in Sections 6, I look at what is needed in
terms of corpus design, organization, interface, and architecture — in order to
“de-blob-ify” the corpora and to carry out meaningful comparisons across the
different sections of the corpus.

2 Size Matters: Lexis

As mentioned, small corpora like the Brown family of corpora (cf. Mair 1997)

and the International Corpus of English [1CE] (Greenbaum 1996) have been-

very useful for looking at high frequency syntactic phenomena like modals
and other auxiliaries, where even a small one million word corpus might have
enough tokens. But when it comes to lexis, it is often a different story. Even for
some moderately frequent words, a one million word corpus like the Brown
corpus (or LOB, or FROWN, or FLOB) does not provide enough data for useful
analyses.

Others who have attempted to use small corpora like these for lexical re-
search have already noticed this limitation. As one of the most active research-
ers in this field notes (Baker 2011,70):

[T]he corpora in the Brown family contain only about 50,000 word types
in total, which is relatively small for lexical research, and that the major-
ity of words will be too infrequent to give reliable guidance on British and
American uses of language.

For that reason, this study focuses only on frequent words in the corpora.
It was stipulated that for a word to be of interest to this study, it would
need to occur at least 1,000 times when its frequencies in all four corpora
were added together. Three hundred eighty words met this criteria, but a
number of high frequency words (e.g., class, miss, black, true, and English)
were excluded because they missed the cutoff.

In this section, I will provide some new data from the coca and the Brown
corpora, to show just how important size is for looking at lexical phenomena.
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When we look at the highest frequency words, the million word Brown cor-
pus is fairly sufficient. If we relax things (compared to Baker, above) and re-
quire only 50 tokens of a given word (actually lemma), we find that only u7 of
the top 1,000 nouns, verbs, adjectives, and adverbs in coca (all of which occur
at least 40,000 times in cOCA) appear less than 50 times in Brown, but these
do include frequent words like star; risk, sister; crime, challenge, lake, break, and
partner — to list just a few of the nouns. Things become more problematic for
lower frequency words. 546 of the top 2,000 words in coca (all of which ap-
pear 19,000 times or more in coca) have a frequency of 50 or less in Brown,
including judge, weekend, league, beach, ice, lesson, prison, context (nouns);
hurt, hide, earn, grab, blow, shut, cook, steal (verbs); and healthy, sorry, potential,
dangerous, healthy, angry, and fast (adjectives).

With the top 5,000 words in coca (all of which occur at least 5,600 times in
COGA), 3,286 of the words occurless than 50 times in Brown. These include words
that would probably still be considered “core” words of English, such as gap,
offer, symptom, layer, prayer, juice, link, potato (nouns); kiss, display, bend, kick,
evaluate, slide, analyze, whisper (verbs); lucky, silent, amazing, sad, violent, glad,
pink, round (adjectives); and deeply, rarely, strongly, surely (adverbs). Finally, a
full 8,270 of the top 10,000 words in coca (all of which occur at least 1,800 times
in coca) occur 50 times or less in Brown. These are not just “erudite” words, but
rather they include words like rejection, bargain, praise, rug, Jforeigner, duration
(nouns); thrive, rob, dictate, curl, surrender, grip (verbs); vague, bizarre, crude,
dull, fancy, unclear (adjectives); and seldom, abruptly, purely, namely adverbs).

Consider that even high school students studying English probably know
at least 2,000 words, but that more than 25% of these probably do not occur
enough in Brown to carry out meaningful research (at least 50 tokens). Most
college-level students would know at least 10,000 words, but the vast majority
of these (83%) occur very infrequently in the Brown corpus. As we can see,
we need something much larger than a one million word corpus to carry out
meaningful lexical analyses of such words.

3 Size Matters: Semantic Phenomena (Via Collocates)

Collocates can provide useful insight into meaning and usage, following Firth’s
insight that “you shall know a word by the company it keeps” (1957,11). But
collocates are very sensitive to corpus size. For example, Table 3.1 shows the
number of collocates with different node words in coca (520 million words),
the BNC (100 million words), and the Brown corpus (1 million words).

There are 22 distinct adjectival collocate lemmas of riddle (NoUN) that occur
three times or more in coca (span =1left / o right), e.g. great, ancient, cosmic.
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TABLE 3.1  Collocates in coca, BNC, and Brown.

nodeword collocates coca BNC Brown

riddle adj 22 o) 0
nibble noun 112 13 o
witty noun 63 4 0
serenely verb 31 4 0

Note: These words were selected by querying the corpus databases to
find words with contrasting frequencies in coca and the Bxc.
A Table 3.with the raw frequency for 100,000+ words in coca
and BNC can be found at http://www.wordfrequency.info/100k
-asp, which will help in replicating these tests.

There are 112 distinct NOUN collocate lemmas of nibble (VERB) that occur
three times or more (span = oL/4R), e.g. edges, grass, ear. Turning to collocates
of adjectives, we find 63 distinct NOUN collocate lemmas of witty (ADJ) with
a frequency of three or more (span = oL/2R), e.g. dialogue, repartee, banter. Fi-
nally, there are 31 distinct VERB collocate lemmas of the adverb serenely that
occur three times or more (span = 3L/3R), e.g. smile, float, gaze.

Because collocates are so sensitive to size, we find that these numbers
decrease dramatically, even in a 100 million word corpus like the BNC. For
example, these totals of 22, 112, 63, and 31 in coca decrease to o, 13, 4, and
4 (respectively) in the BNc. The situation becomes even more bleak in the
Brown corpus. None of the four words have any collocates that occurred with
the specified minimal level of frequency.

One might argue that the number of distinct collocates is just a function
of the frequency of the node word. In other words, if a node word is ten
times as frequent in one corpus than another, then it should have about
ten times as many collocates (with a moderate frequency of four or five to-
kens). But as we will see, the effect of corpus size is often magnified in the
case of collocates.

To provide a concrete example, let us consider four different collocate
searches in GIoWbE (1.9 billion words), coca (520 million words), and the
BNC (100 million words). Table 3.2 shows the number of tokens for four lem-
mas: BROWSE (verb), STEWARDSHIP (noun), OUTLANDISH (adjective), and
RIGHTFULLY (adverb). It also shows the number of collocates with the indi-
cated part of speech, which occur at least five times with the given node word
(Note that the collocates are grouped by lemma, and that the collocates span
was 4 left / 4 right in all cases).
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TABLE 3.2 Frequency of node word and collocates in GloWbE, coca, and BnC.

Frequency of node word # collocates
Word Collocates BNC coca GloWbE BNC coca GloWbE
stewardship Adjective 169 1,612 5,179 o 43 123
browse Noun 166 2,242 24,336 2 193 878
outlandish Noun 97 842 3,115 0 32 168
rightfully  Verb 69 864 5,279 1 36 202

As we can see, the importance of corpus size for the number of collocates is
magnified even more than what we would expect from the token frequency
of the node word. For example, the overall frequency of outlandish in coca is
only about 8-9 times what it is in the BNC (842 coca, g7 BNC). But in terms
of noun collocates that occur at least five times, the difference is much greater
- 32 different collocates in coca, and none at all in the Bnc. Or take the exam-
ple of browse. Because the BNC is limited just to texts from before 1993 {when
the Web really began to take off), there are relatively few tokens of frowse in
the BNC — 166 tokens. In coca, there are about 13-14 times as many tokens of
browse as in the BNC (2,242 vs 166). But the difference in the number of col-
locates is much greater - 193 noun collocates that occur at least five times in
COCA compared to just 2 in the BNC.

An interesting use of collocates is their role in signaling “semantic proso-
dy” (cf. Louw 1993), in which a word occurs primarily in a negative or positive
context. For example, budge is nearly always preceded by negation (it wouldn’t
budge), and cause takes primarily negative objects (e.g. death, disease, pain,
cancer, problems). In order to see such patterns, however, we need large corpo-
ra. In coca, there are 1,645 tokens of budge and 1,432 different object noun col-
locates of cause that occur at least 10 times each (span = oL/4R). This decreases
to 164 tokens of budge and 358 noun collocates of cause in the BNC, and just 3
tokens of budge and o noun collocates of cause (occurring ten times or more)
in Brown — again, simply not enough for insightful analyses.

The bottom line is that even when a given word has a moderate number of
tokens (e.g. 200400 tokens), that is often not enough when it comes to exam-
ining meaningful collocates of that word. A one million word corpus is very
rarely sufficient for anything but the highest frequency words, and even a 100
million word corpus like the BNC often provides meager collocates data for
moderately frequent words like riddle, nibble, witty, or serenely (see Table 3.1),
which is probably not enough to really say much of interest about the meaning
and usage of these words.
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4 Comparisons and Data Granularity

In Sections 2 and 3, I examined the issue of size in terms of research on lexical
and semantic phenomena, and I focused on the overall size of the corpus. In
this section, I will focus on how this problem is compounded once we start
making comparisons across small corpora, or (more seriously) within small
corpora.

Turning first to comparisons between small corpora, 1 will take just one
example — a comparison of lexical frequency in the 1960s and 1990s — based
on the 2 million words of data in Brown (US, 1960s) and rFrROWN (US, 19g0s).
As a test case, I will compare this data to the data for the equivalent decades in
COHA, which contains 52 million words total for the 1960s and 1990s. Although
I'will be considering lexical change in this section, the same principles would
apply to the comparison of lexis in other small corpora, such as between dif-
ferent dialects of the same language (as with two 1,000,000 word corpora from
the ICE corpora).

The lexical phenomena that I will consider are those adjectives that have
(at least) doubled in (normalized) frequency from the 1960s to the 1990s. I first
created a list of these adjectives from cona, and I then examined how well
the one million word Brown and FROWN corpora (US, 1960s and 1990s) did in
providing comparable evidence for this increase in frequency. In other words,
in the data below I will be considering adjectives like overall, emerging, and
motivated, whose charts in coHa are shown below.

Table 3.3 shows that in coHa there are 15 adjectives that have a combined
frequency of between 800-1600 tokens in coHA in the 1960s and 19g0s (words
such as overall (shown above), amazing, long-term, and alternative) and which
have atleast doubled in frequency during this time. There are another 127 types
with a frequency of between 200-400 tokens in coHA in these two decades
(e.g- emerging (shown above), compelling, indoor; preferred, and unclear), and
394 types with a frequency between of between 50 and 100 tokens (e.g. moti-
vated (shown above), first-time, blurry, impaired, viral, obnoxious, and luscious).

Table 3.3 shows that for the 15 cona adjectives that have at least doubled in
frequency and which have a combined token frequency of 800-1600 in cona

motivated
TG0

T

EE TR

overall

L

FIGURE 3.1 CoHA: Adjectives doubling in frequency, 1960s-1gg0s.
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TABLE 3.3 Evidence for increase in adjective frequency, cona and Brown family.

COHA: token range 800-1600 200-400 50-100

COHA: # of types 15 127 304
# Brown/Frown 0 0 8 114
tokens
1-9 1 46 264
>=10 Support 6 50 12
>=10 22 5 15 o}
>=10  Contradict 3 8 4
Brown/Frown 0.40 0.39 0.03
“correct”

in the 1960s and 1990s, all of these occur at least once in Brown/Frown, which is
encouraging. One word occurs between 1 and 9 times in Brown/Frown, and the
other 14 occur at least 10 times (e.g. 3 tokens in Brown and 7 tokens in Frown),
which is perhaps enough to show an increase from the 1960s to the 19g0s. Of
these 14 adjectives that occur at least 10 times, 6 do show frequency that has
doubled from the 1960s-19g0s (e.g. Brown 6, Frown 12, which is shown as “Sup-
port” (COHA) in Table 3.3 above). Another 5 adjectives show an increase, but
less than the doubling in cona (e.g. 6 Brown and 7 Frown, shown as “? ? 7"
above). And in 3 cases, the Brown/Frown data actually shows a decrease from
the 1960s to the 1990s (e.g. 7 Brown, 4 Frown; shown as “Contradict” above).
Overall, then, 6 of the 15 types (40%) of these high-frequency adjectives in
Brown / Frown show the same doubling in frequency that is shown in the ro-
bust data (800-1600 tokens) in coHA.

The situation is even less encouraging for the 127 medium-frequency adjec-
tives (token count of 200—400 for the 1960s/1990s in COHA). Of these, 8 do not
occur at all in Brown/Frown and 46 occur just 1-g times, which is probably too
few to see an increase. Of those occurring 10 times or more in Brown/Frown, 50
show a doubling, 15 show a smaller increase, and 8 show a decrease.

The situation with lower-frequency words is very poor. Remember, these are
adjectives like first-time, blurry, impaired, viral, obnoxious, luscious, and moti-
vated - less common to be sure, but certainly still the type of adjectives that
most speakers of English would be familiar with. Of the 394 types in COHA
with a frequency of between 50-100 and which have at least doubled in fre-
quency, 114 of these do not occur at all in Brown/Frown, and another 264 occur
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less than 10 times — probably too few to be useful. As a result, Brown/Brown
provides evidence for doubling in frequency for only about 3% of all of these
lower-frequency adjectives from coma.

We have seen the problems that arise when we try to compare the frequency
of words and phrases in two small corpora. The situation becomes much worse if
we try to carry out comparisons across an even larger number of divisions with-
in the corpus. As we have seen above, even with Jjust two data points (1961 and
1991), there is often not enough data to make meaningful comparisons of lexical
frequency. But suppose that we wanted to see the frequency of aword or phrase
in each year from 1961 to 1991. Here the problem would be greatly magnified —
there just wouldn't be enough data from 1964 and 1975 and 1986 and any other
years in our 1961-1991 corpus. We would only have about 30,000-35,000 words
from each year, and that is far too small to look at thousands of different words.

As a result, there are few options beyond Just staying with just two data
points — 1961 and 1991. But because there are texts from only every 30 years
(due to the small size), any changes that take place in between these years is

»

essentially “invisible’, and in terms of lexical change, this is often too long of -

a gap. For example, consider the frequency for groovy in cona. (Note that in
COHA, we have robust data from not only each decade, but also from each year.
For example, there are 75,377,000 words of data for the thirty years from 1955 to
1985 — more than 2,400,000 words eact year for this thirty year period.)

Imagine that we had a corpus that had (like the Brown family of corpora)
only two data points. Rather than the years 1961 and 1991 in Brown and FROWN,
imagine that our corpus had data from just 1955 and 1985. In this case, it would
appear (based on the coHA data from the 1950s and the 1980s) that groovy is on
the increase. While it has increased slightly in these 30 years (0.12 in the 19508
and 0.36 in the 1980s), we would miss entirely the steep increase in the 19608
and the steep decrease from the 1960s/1970s to the 1980s. Lexical frequency
often changes too quickly to be sampled just every 30 or so years, but that is
unfortunately the only option with very small corpora.

As a second example, consider the case of normalcy:

1850 | 1860 | 1870 | 1880 [ 1890 [ 1900 | 1010 1920 1930 -] 1940 [ 1950 | 1960 | 1070
o 0 0 0 0 0 0 o 0 0 2 | 3 44
{000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 5.00 | 000 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0,08 | ouz 1.84 1.76

-

G061
Poaant
[0

0.00

FIGURE 3.2 COHA: groovy
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ECTION 1810 | 1820 | 1830 | 1840 | 1850 | 1860 | 1870 | 1880 | 1890 | 1500 ] 1510 | 1920 | 1530 | 1940 Hmmaﬁwmmc__.wucfmamnﬂbmmo 2000
FREQ [1] a a 0 1] 4] ] 24 27 29 25 26 | 27 28 EL

1] [1]
PERMIL] 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 [ 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.84 | 1.10 | 1.19 1.02 ) 1081 1.13] 1.11 | 1.22 [ 1.52

g e
SEEALL
YEARS

AT ONCE|

FIGURE 3.3 COHA: normalcy

This word was famously “rescued” from obscurity by President Warren G.
Harding in 1920, who (according to purists) mistakenly used it instead of the
more “correct” normality. The word caught on with a public tired of World War
I and other foreign involvements, and Harding went on to win the election.
But imagine that we only had two small corpora from 1go1 and 1931 (as with
the planned extensions in the Brown family of corpora). There would obvi-
ously be a large increase in frequency between 1901 and 1931, but there would
be no way to know if that predated Harding, whether his campaign caused
the increase in usage, or whether it was after his time. Corpora that have texts
that are spaced decades apart may be adequate for looking at more gradual
grammatical change, but they are much more problematic in looking at lexical
change, which can occur quite suddenly.

In the previous sections, we considered the issue of size in terms of com-
paring different sections of the corpus. We have seen that 1-5 million word
corpora are usually too small to look at a wide range of lexical phenomena. In
this section we will see that the situation is even more serious when it comes
to collocates and their use in looking at semantic change. In this case, even
corpora that are in the range of 10-50 million words may be too small, once we
begin to compare many different sections in the corpus.

As a concrete example, consider the following data from the cona corpus.
Figure 3.4 shows the frequency by decade (1810s-2000s) for the most frequent
collocates of the word gay, where the word has a Mutual Information score of
at least 3.0.

As we can see, the collocates that were most frequent in the 1800s were
words like bright, laugh, colors, gallant, spirits, and voices, which relate to the
earlier meaning of “happy”. Since at least the 1980s, however, the most frequent
collocates are words like lesbian(s), rights, and marriage, which deal with the
more common contemporary meaning that is related to sexual orientation.
Clearly the collocates from the 400 million word cona corpus are useful in
terms of examining this semantic shift.

Suppose, however, that we had just a four million word corpus, or in other
words about 1/100th the size of cona. We would expect there to be roughly
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FIGURE 3.4 coHA: collocates of gay

1/100th the number of tokens for a given collocate as well. For example, rather
than 10, 14, 13, 23 tokens of bright as a collocate in the 1840s, 18508, 1860s, and
1870s, we would be lucky to have even one token of bright in any of these de-
cades (e.g. 1850s = 14 / 100 = 0.14). This is in spite of the fact that there might be
approximately 160-170 tokens of gay itself in a four million word corpus (based
on the total of 16,438 tokens in cOHA —a corpus one hundred times that size).

A final example comes from the GloWbE corpus, and concerns the collo-
cates of scheme (noun). As Figure 3.5 shows, the adjectival collocates of scheme
in British English (right) are quite neutral - approved, mentoring, eligible, etc.
But in American English, they are much more negative: evi, Sfraudulent, nefari-
ous, illegal, (get) rich quick, etc. This shows that scheme has a much more neg-
ative connotation in American English, where it usually means “conspiracy,
intrigue, ruse”.

But the point is that here also, the collocates are very sensitive to size. In
GloWbE, the US and GB sections of the corpus are about 770 million words
total. If we were comparing these two dialects in the International Corpus of
English (1cE), we would have only 2 million words. In other words, we would
have about 1/385th the amount of data. If one divides the token count for the
collocates above, one can see that very few of the collocates shown in Figure
3-5 would appear in a corpus that size.

In summary, we would agree with Baker (2om) that small 1—4 million word
corpora — while useful for high frequency grammatical constructions — are in
most cases inadequate for lexical studies, except for perhaps a handful of ex-
tremely frequent words. We have provided data primarily from the domain of
lexical change, but the same issue would arise anytime we are trying to compare
lexical frequency across a large number of small corpora, such as several one
million word corpora from 15-20 different countries (as with the 1cE corpora).
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SEC 1: 386,809,355 WORDS SEC 2: 387,615,074 WORDS

WORD/PHRASE ._dxmzmm HOXNZMM PM1 v.ZM RATIO WORD/PHRASE TOKENS 2 TOKENS 1 PM2 ' PM1 RATIO
1 BLOCKING a2 1 011,000 4209 1 APPROVED e 1 0.24 0.00 91.81
2 um 80 6 021 002 13.35 2 OCCUPATIONAL 88 1 0.23 0.00 87.82
|3 orrensive 61 s 0.6 0.02 10,19 . 3  MENTORING s3 1 014 0.00 52,89
4 DEFENSIVE 89 13 0.23 0.03 6.86 4 FLAT 36 1 0.09 0.00 u.m.mu
5 . SOCIALIST 20 3 005 0.01° 6.68 § ELIGIBLE a 1 0.08 0.00 30.94
6 ALLEGED 26 5 0.07 001 521 6 OVERSEAS 3 1 0.08 0.00 30.94
? | EVIL 48 mc. 0.12 0.03 4.81 7 DEFINED Huu. 5 0.33 0.01 25.35
8 | FRAUDULENT 62 18 0.6 005 345 B  GENEROUS s 2 013 0.01 2495
|9 NEFARIOUS 27 9 0.07 0.02 3.0t § LABOUR 25 1 0.06 0.00 24.55

FIGURE 3.5 GloWDbE: collocates of scheme in US and GB.

We have also seen that the problem becomes even more serious when it comes
to collocates, where even 10-50 million words of data might not be enough,

5 Size Alone is not Enough

To this point, I have made the argument that size is very important when we
are examining lexical and semantic variation. In this section, however, 1 will
show that size alone is not enough. This is important to understand, because it
is increasingly common to find corpora that are composed of billions or even
tens of billions of words of data, from easily obtainable newspapers or other
sites on the Web. (For example, virtually all of the corpora over 100 million

~words in size in Sketch Engine are based exclusively on web pages.)

But the question is — how representative are web pages, in terms of the full
range of variation in the language? Does the data from a web-only corpus con-
tain the same range of variation that we would find in a carefully designed
corpus like the BNC or coca, where there are texts from spoken, fiction, maga-
zines, newspapers, and academic? And if not, which of these traditional genres
are web pages most similar to?

To answer these questions, we should first consider some data from coca,
which shows variation across genres for a number of syntactic and morpholog-
ical phenomena. Figure 3.6 shows how much more common —af adjectives are
in academic (adjectives that are at least ten letters in length, e.g. international,
additional, psychological, institutional). Figures 7-10 show a number of gram-
matical phenomena where there are significant variations between genres:
preposition stranding with to (e.g. the man I'was talking to), the get passive (e.g.
John got fired from his job), real instead of really before adjectives (e.g. he was
real sick), and the quotative like (e.g. and I'm like, what's the problem?).

When we compare these morphological and syntactic phenomena in a
web-only corpus (like GloWbE) to a more genre-balanced corpus (like coca),
the situation becomes very confusing. For example, the normalized frequency
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SPOKEN | FICTION MAGAZINE NEWSPAPER ACADEMIC
142906 54665 234038 193870 642274
1,495.38 604.50 2,449.15 2,113.77 7,052.83
L] ] oo
FIGURE 3.6 *al.[j*]
SPOKEN | FICTION MAGAZINE NEWSPAPER ACADEMIC
6086 3423 1760 1623 1519
63.68 37.85 18.42 17.70 16.68
FIGURE 3.7 [w*]to,

of —al adjectives is 2,244 per million words in GloWbE-US (the 385 million
words from the US in GloWbE), which places it between coca magazine and
newspapers (see Figure 3.6 above). But the normalized frequency of the get
passive (239.4) is most similar to spoken (Figure 3-8), the frequency of preposi-
tion stranding (31.1) places it between fiction and magazines (Figure 3.7), and
the frequency of the “quotative like” (2.5) is most similar to news (Figure g.10).
And strangely enough, the normalized frequency of real + AD] in Figure 3.9
(0.41) is most like coca Academic.

As we can see, depending on the particular phenomena that we are study-
ing, the web corpora are “all over the map” in terms of which of the “tradition-
al” genres they best represent. As a result, it would be difficult to know ahead
of time — for any particular phenomena — how representative of “standard”
genres (like spoken or fiction or academic) a web-only corpus would be. Like-
wise, it would probably be unwise to carry out studies on the language of these
large web-only corpora, and then assume that we have mapped out the range
of variation that we would find in a traditional, genre-balanced corpus.

remre—
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SPOKEN | FICTION | MAGAZINE NEWSPAPER ACADEMIC |
23643 16169 14120 13262 3218
247.40 178.80 147.76 144.60 35.34

e |
FIGURE 3.8 get passive
SPOKEN | FICTION MAGAZINE NEWSPAPER ACADEMIC
512 390 146 264 21
5.36 4.31 1.53 2.88 0.23
—_—l | =
FIGURE 3.9 [be] real [j*] [y*]

Because the focus of this paper is on lexical and semantic variation, let us
consider some additional phenomena that compare the lexis from web-only
corpora to more genre-balanced corpora. In this case, we compare word fre-
quency in coca and the BNC to the 1.g billion word GloWbE corpus, which
again is based (like most Sketch Engine corpora) just on web pages. In this com-
parison, we will see how many words in a 100,000 word list of English? (which
is based on coca and BNC) have roughly the same normalized frequency in
GloWDE as in different genres of coca and the BN, For example, there are
13,386 words (from among the 100,000 total in the list) whose normalized fre-
quency in coca Newspapers is roughly the same as that of GloWbE - ie. the
ratio is between 0.8 and 1.2. (In other words, if the frequency of a given word
is 40 tokens per million words in GloWbE, then it would be between 32 and 48
tokens per million words in coca Newspapers.)

2 http:/fwww.wordfrequency.info. See also Davies and Gardner {2010).
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SPOKEN | FICTION | MAGAZINE NEWSPAPER | ACADEMIC
1422 83 358 227 26
14.88 0.92 3.75 2.47 0.29
FIGURE 3.10  quotative like: [c*] [p*] [be] like ,
TABLE 3.4  Similarity of lexis in web-based GIoWbE and genres in coca and BNc.
coca # words BNC # words
Newspaper 13836 Magazine 8743
Magazine 13349 Newspaper 8677
Academic 11828 Academic 7032
Spoken 10793 Fiction 6335
Fiction 8804 Spoken 4667

Ascan be seen, at least in terms of lexis, the web-only corpus is most like news-
papers and magazines, but “web” lexis does a much poorer job of representing
the lexis of the academic genre, or especially fiction and spoken. This may be
why at times even very large web-only corpora do not improve significantly on
the data from a well-balanced corpus (like coca or the BNC). Even a corpus
like the 1.2 billion word Sketch Engine enTenTemz corpus provides only mini-
mally better data for words that are most common in genres like fiction.

For example, coca has 112 noun collocates of the verb nibble that occur at
least three times (see Table 3.1 above), but the 1.2 billion word Sketch Engine
enTenTeniz corpus (which is about 20 times as large as coca) only had g6
such collocates. Likewise, coca has 31 verb collocates of serenely that occur at
least three times, while enTenTen12 improve this only slightly to 36 different
collocates. The very large Sketch Engine corpora are great when we are looking
at lexis that is most like the lexis from newspapers and magazines, but it is only
marginally better (or perhaps even worse) for other genres like fiction.

To look at this a different way, consider Figure 3.11, which shows verbs that
are much more common in fiction (left) than newspapers (right) in coca.
Imagine that we had a corpus composed only of web-based newspapers

CORPUS-BASED STUDIES OF LEXICAL AND SEMANTIC VARIATION 81

00,429,400 WORDS SEC 2 91,717,452 WORDS

10.88

984

0.00  1,08814
a8y T

49.32

THROB 101

| SOB 238

Cw o awieie

Bom~minsiwie

ES
&
BT awawe me

. uNzip B "5 tour

FIGURE 3.11  COCA: Verbs in fiction and newspapers

(which are very easy to obtain). In this case, words like those on the left would
be almost completely absent in the corpus, while those on the right would be
massively over-represented,

In summary, the web-based corpus only provide data on a Very narrow
“slice” of the language, and there is often no way to generalize the results from
that corpus to the language as a whole.

6 Creating Variation-aware Corpora

Aswe have seen, corpus size is crucial to most lexical and semantic studies. But
size is not enough. If all we have is a huge one billion or ten billion word “blob”
of web texts, then we are very limited in terms of understanding vital aspects
of variation in the language. In this section, I will consider ways in which we
can design corpora that allow us to have the best of both worlds — size, plus
the ability to meaningfully analyze variation. I will focus on co CA, COHA, and
GloWDE from the ByU family of corpora, and I will focus on both aspects of
the “textual corpus” (the texts in the corpus) as well as the corpus architecture
and interface.

In the case of the BYU corpora, several of the textual corpora were designed
‘from the ground up” to facilitate the study of variation in English. As has
been mentioned, coca has at least 100 million words each of spoken, fiction,
magazine, newspaper, and academic texts, and the relative frequency of these
genres (and sub-genres such as Magazine-Sports, Magazine-Children, Aca-
demic-Legal, or Academic-Engineering) stays roughly the same from year to
year. [ have argued elsewhere that coca is the only large corpus of English that
continues to be updated and which maintains the same genre (and sub-genre)
balance from year to year (see Davies 2011).

Turning to cona, we find that it too was designed from the ground up for
the study of historical variation in English. As mentioned, it also maintains
roughly the same genre balance from decade to decade (fiction, newspaper,
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magazine, and non-fiction books). For example, the percentage of fiction in
each decade is always between 48-52% of the total for that decade. In addition,
the balance by sub-genre (e.g. Non-Fiction History, Non-Fiction Domestic Arts,
Non-Fiction Religion) also stays roughly the same from decade to decade (see
Davies 2012).

Finally, GIoWbE was also designed from the ground up to look at dialectal
variation in English. We used Google’s country identification for the categori-
zation of the texts, and this identification uses advanced heuristics including
[P, country of origin of the links to the website, and country of origin of the
visitors to the site.

Of course the BYU corpora are not completely unique in the sense of be-
ing the only large corpora that are designed to look at variation. It is true that
COHA is the only large (> 30-40 million words) structured corpus of historical
English and that GloWbE is the only large, structured corpus from different
countries. But there are a handful of other large corpora that focus on genre-
based variation, in addition to the 520 million word coca corpus. The most
well known is undoubtedly the British National Corpus (100 million words),
as well as the 2.5 billion word Oxford English Corpus (0EC). The 0EC was de-
signed to include texts from many different domains — mostly from the web
pages, but supplemented by other copyrighted texts from the ouP. Unfortu-
nately, the 0EC is generally available only to researchers at Oxford University
Press, although other researchers who can demonstrate a strong need may ap-
ply for access.

Finally, we should remember that it is possible to have a “variation-aware”
corpus, even when the corpus was not initially designed that way. For exam-
ple, researchers of “Web as Corpus” and “Web for Corpus” often create large
corpora of web-based texts (simply taking any and all web pages) and then
attempt to categorize the texts after the fact, according to domain (sports, reci-
pes, news, personal blogs, etc). Unfortunately, such post-hoc categorization is
both very time-intensive and very expensive, and the corpora tend to be quite
small. Perhaps the best example of a genre-categorized corpus of web texts
is the CORE corpus (Corpus of Online Registers of English; http://corpus.byu.
edu/core). The creators of CORE have used Mechanical Turk to obtain judg-
ments from hundreds of thousands of people about the genre of nearly 50,000
texts (50 million words), and they have also subjected these texts to sophisti-
cated analysis of linguistic features in order to determine register (see Biber et
al. 20154, 2015b).

Creating a “textual corpus” that is composed of texts from many different
decades, dialects, or genres is only half of the battle. There also needs to be
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FIGURE 3.12 COHA: *ism words, 1870s-1890s and 1970s—2000s
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FIGURE 3.13  GloWbE: *ism words: “Inner Circle” and South Asian countries

some way to efficiently compare across the different sections of the corpus.
As has been mentioned, many very large corpora (billions or tens of billions of
words) do not have the analysis of variation as one of their goals, and so there
is no easy way to make these comparisons. In the case of the BYu corpora, the
architecture and interface is designed from the ground up to facilitate such
research.

All of the BYU corpora are stored as relational databases — a structure that
lends itself to very powerful and efficient comparisons across the corpora. For
example, suppose that we wanted to compare *ism words in the two periods
of the 18705-1890s and the 1980s—2000s. There is a “sources” metadata Table
3-in the database that includes information on each of the 100,000+ texts in the
corpus — date, genre, author, etc. If we want to compare *ism words in the two
time periods, we simply select the two periods in the search interface. After the
user submits the queries, we use advanced sQL commands to store (in turn)
the *ism words from the 1870s-18g0s and the 1980s—2000s in two temporary
tables. Further sQL commands are then used to find the words that are com-
mon in one period but not in the other, and then they are displayed in tables
like those in Figure 3.12 (1870s-18g0s on the left, 1970520008 on the right).

Of course this is not limited just to coHA. Similar queries can be carried
outin GloWbE, or coca, or any of the other BYU corpora. For example, Figure
3.13 shows the *ism words that are more frequent in the “inner circle” varieties
(on the left; US, UK, Canada, Ireland, Australia, New Zealand) compared to
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the South Asian varieties on the right (India, Sri Lanka, Bangladesh, Pakistan).
Note the more secular words in the Inner Circle varieties, and the focus on
religious words in South Asia.

Or consider Figure 3.14 from coca, which finds adjectives in Academic-
Medicine (left) compared to Academic (overall), or verbs in Magazine-Religion
(right) compared to Magazines (overall):

In addition to these comparisons, users can also see the frequency of all
matching words in all decades. For example, Figure 3.5 shows the frequency
of all *ism in coHA by decade.

This shows the higher frequency of words like patriotism, despotism, and
heroism in the 1800s, the high frequency of communism in the mid-19oos, and
the recent increase of mechanism, Jjournalism, and terrorism.

The point is that because of the way that the data is stored in the relational
database, these searches are very fast — even for a 400 million word corpus like
COHA. A query like the comparison of *ism words in the 1870s-1890s and the
1980s-2000s takes only 1.0-1.5 seconds. Even a comparison of collocates (like
gay; see Figure 3.4 above) typically takes only 2—3 seconds - to find all occur-
rences of a given node word, find nearby collocates, store them in temporary
tables, and compare them across different sections of the corpus, and then
display them by section (decade, dialect, or genre).

WORD/PHRASE ) TOKENS 1 TOKENS 2 | WORD/PHRASE TOKENS 1 TOKENS 2
1 PAROTID ) 389 Ty 1osin 44 18
2 TomsWLAR s o 2 MINISTER 7 | s7
3 eamatHvRODD 132 1 3 ORDAIN 36 28
4 otoToxic - 116 ) 4 REPENT 3 a1
5 BRANCHIAL o 229 2 5 PRAY 483 603
6 omooGic o 1 6 BAPTIZE R
7 | oncOOYTIC 94 [} 7 | PREACH 141 183
8 OSSICULAR i 89 0 8 | BLESS ) 73 101
9 PAPILLARY 52 1 9 WORSHIP o 157
10 STAPEDIAL 87 [ 10 AFFIRM 92 o

FIGURE 3.14  COCA:AD] in Academic-Medicine and Magazine-Religion

FIGURE 3.15  COHA: *ism words by decade
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Sometimes there are too many possible categories for the texts in a COrpus.
For example, in the BYu Wikipedia Corpus (http:// corpus.byu.edu/wiki) there
are 4.4 million texts on a wide range of categories — science, technology, history,
companies, sports, pop culture, and so on. And unfortunately, there is no single
way to categorize all of the texts. For example, the page on Bill Gates might be
categorized as biography or technology, and the page for the London Eye might
be categorized according to geography (London) or purpose (attractions).

In 2015, we developed the functionality to create “virtual corpora” within
any of the BYU corpora. Users can create these corpora “on the fly” using either
words within the texts, or in the title of the text, or any combination of these.
In just a matter of 3—4 seconds, users can create a virtual corpus of the top 1000
{or10,000 or more) texts dealing with any topic — investments, molecular biol-
ogy, basketball, Buddhism, or anything else — and pointers to all of these texts
are stored for their account on the corpus server. The users can then limit their
searches (specific words or phrases, substrings, collocates, etc) to any of these
virtual corpora; they can compare the frequency across their different virtual
corpora; and (perhaps most useful) they can create lists of keywords from each
of these virtual corpora.

Perhaps the most straightforward use of these virtual corpora is for corpora
like Wikipedia, where there is no single way to categorize all of the texts. But
even for the other corpora, these virtual corpora can be quite useful. For ex-
ample, in the 1.6 billion word Hansard Corpus (www.hansard-corpus.org), us-
ers can create customized corpora from the 7.6 million speeches (1803-2005)
in the British Parliament by speaker, date, and topic (e.g. speeches by Winston
Churchill from 1939-1945, which mention the word Germany). Or in coca,
they could create a virtual corpus of all texts (from among the 220,000+ texts in
the corpus) that mention Monica Lewinsky and which appear in the New York
Times or the Washington Post in 1998 or 199g.

The bottom line is that it is possible to “de-blob-ify” corpora, and to carry
out meaningful comparisons across sections of the corpora. We might do this
as we assign sections as we create the corpus (genres and sub-genres in coca,
decades and years in cOHA, and countries in GloWbE), or post-hoc via linguis-
tic features (as with the CORE corpus), or via user-defined “virtual corpora” (as
with Wikipedia, Hansard, and now any of the Byu corpora).

n

7 Conclusion

As we have seen, we need two things to carry out meaningful lexical and se-
mantic comparisons in corpora. First, the corpora need to be quite large. Small
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corpora like the Brown family of corpora (4 million words total) or even the
ICE corpora (~15 million words total) may not be large enough for meaning-
ful comparisons of lexis. And as we have seen, size is even more important for
analysis of meaning (via collocates), where sometimes even 100 million words
is not enough. We have also seen that even larger corpora are needed once we
begin to compare across different sections of the corpora, such as the 20 de-
cades of COHA or the 2o countries in GloWbE.

But size alone is not sufficient. As we have seen, huge corpora containing
billions (or tens of billions) of words are often just immense “blobs” of data,
which don't provide much insight into important variation in the language.
Without the right corpora and corpus architecture and interface, we wouldn't
know that muffled and frowned are more common in fiction and that valid-
ity and correlate are more common in formal academic writing; that bestow
and swell (adjective) sound old-fashioned and that morph, freak out, and throw
someone under the bus are quite recent; or that fortnight isn't used much in the
US, and that banjaxed is found almost exclusively in Ireland.

And these are just the simplest of comparisons. With the right corpora and
corpus architectures and interfaces, we could find, for example, all verbs that
are more common in sports reporting than in newspapers overall, all adjec-
tives that are more common in the 1920s-1940s than the 1950s—1970s, or all
words that are more frequent in Australia or in South Asia than in other variet-
ies of English. Using “virtual corpora’, we can find keywords in texts related to
Buddhism or biology, or in speeches by Churchill in the World War 11 years.

Finally, we can use collocates to compare meaning and usage across time
periods, genres, and dialects. We can compare the collocates of chain in fiction
and academic, collocates of woman in the 1800s and the late 1900s, or collo-
cates of wife in the “Inner Circle” compared to the “Outer Circle” varieties of
English.

In summary, lexical and semantic comparisons often require very large cor-
pora, and they require corpora that are designed from the ground up to look at
variation, and which have a useful architecture and interface. With such cor-
pora, we can gain insight into lexical and semantic phenomena in ways that
help us to understand the full range of variation in the language.
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