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Short papers

Making Google Books n-grams useful for 
a wide range of research on language change

Mark Davies
Brigham Young University

The “standard” Google Books n-grams were released by Google in 2010, and 
they include more than 155 billion words of data for the American English 
data alone. Unfortunately, the standard interface is far too simplistic to allow 
many types of useful research on this massive dataset. In this paper, I discuss 
an alternative “advanced” architecture and interface for these datasets, which is 
freely available at googlebooks.byu.edu. This resource allows for a wide range of 
research on lexical, phraseological, syntactic, and semantic changes in English, 
in ways that would not be possible with the standard interface. With this new 
resource, researchers now have access to hundreds of billions of words of data, 
and can map out changes in English in ways that were not previously possible.

Keywords: Google Books, historical, lexical, syntactic, semantic

1. Introduction

In the 1990s a number of historical corpora of English were created, which have 
been the “backbone” of research on language change in Late Modern English and 
Present-Day English since that time. These corpora included resources such as the 
Brown family of corpora, ARCHER, and CONCE. These corpora have been used 
for many insightful studies during the past two decades, even though their small 
size (typically just one to four million words in size) often limited their use to just 
high frequency syntactic phenomena.

In 2010, the 400 million word Corpus of Historical American English (COHA) 
was released, which is based on 400 million words of text from the 1810s-2000s 
(making it at least one hundred times as big as other historical corpora of English). 
As has been explained elsewhere (see Davies 2012a, 2012b, forthcoming), COHA 
allows for research on a wide range of phenomena that are difficult or impossible 
to study with the small first-generation historical corpora of English.
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Coincidentally, late 2010 also saw the release of the Google Books n-grams. 
These n-grams are based on hundreds of billions of words from scanned books, 
which obviously makes them much larger than even COHA — about four hun-
dred times as large as COCA and about 40,000–50,000 times as large as the small 
first generation historical corpora. In other words, where a small 1–2 million word 
corpus might have just 4–5 tokens (often too small for meaningful analysis), the 
Google n-grams might have 200,000–300,000 tokens. As a result, when the n-
grams were released, they were released with great fanfare as a resource that would 
revolutionize work on historical English (and other languages), especially with re-
gards to language change as it relates to changes in culture (see Michel et al. 2011).1

And yet, to this point there have been virtually no large-scale studies of chang-
es in English based on the Google Books n-grams. As I will discuss in this paper, 
this is likely because the standard Google Books architecture and interface (http://
books.google.com/ngrams; hereafter GB-S(tandard)) are far too simplistic to be 
used for research on many types of language change in English. Researcher cannot 
search by wildcards, they cannot meaningfully use part of speech, and they cannot 
use collocates in their searches. Virtually all that one can do is find the frequency 
of exact words and phrases over time. Because of this, in-depth studies on lexical, 
phraseological, syntactic, and semantic change in English with GB-S are either 
very difficult or impossible.

With GB-S, then, we have hundreds of billions of words worth of data — which 
is potentially very useful for a wide range of research — essentially “trapped” with-
in an architecture and interface that does not allow for advanced research on lan-
guage change.

2. Creating Google Books — Advanced

Fortunately, the Google Books team has made the raw data that is used for GB-S 
freely available for other researchers, to use with their own architectures and in-
terfaces. In early 2012, we downloaded all of the datasets for the American English 
portion of Google Books — representing about 155 billion words of data.2 The 
number of words per decade is as follows in Table 1 (in billions of words):

1. Nunberg (2009, 2010) and others have been highly critical of the Google Books project from 
the outset, because they feel that with a dataset this size, there are bound to be too many inac-
curacies in the scanned text and in the metadata. We agree that there are certainly inaccuracies, 
but — as we believe the data for the phenomena studied in this paper suggest — the data is of 
sufficient quality that it can still be used for meaningful linguistic research.

2. In this paper, we provide data from the 155 billion words from the 1810s-2000s. There is also 
a very small amount of pre-1810 data, but we will not use that data in this paper. In addition, 

http://books.google.com/ngrams
http://books.google.com/ngrams
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Table 1. Size of Google Books, by decade (1810s-2000s); billions of words

1810 0.4 1910 10.1

1820 0.7 1920 7.1

1830 1.4 1930 5.8

1840 1.9 1940 6.2

1850 3.0 1950 8.1

1860 2.4 1960 13.2

1870 2.8 1970 14.0

1980 4.4 1980 15.5

1890 5.6 1990 19.8

1900 7.5 2000 26.9

The data was then imported into a relational database architecture that is similar 
to that of COHA and the other corpora from http://corpus.byu.edu. After the bil-
lions of rows of data were processed, the data looked like that in Table 2, which is 
a very small portion of the 3-grams with the initial word started. For each unique 
three word string, we see the frequency in each decade of the corpus (only every 
other decade is shown here, for reasons of size in this print version), as well as the 
“total” in the entire 155 billion word dataset. Similar tables were created for the 
1-grams, 2-grams, 4-grams, and 5-grams.

Overall, there are about 730 million rows of data in the databases (as in 
Table 2), and these serve as the basis for all of the types of searches that we will 
describe in this paper. As we will see, this resource — which is now freely available 
at googlebooks.byu.edu — allows for a wide range of research on lexical, phraseo-
logical, syntactic, and semantic changes in English, which are available exclusively 
via our Google Books — Advanced site (hereafter GB-Adv), but which are not 
possible via GB-S. In the sections that follow, I will provide a number of concrete 
examples of how this data can be used to carry out research on lexical, phraseo-
logical, syntactic, and semantic change in English.

3. Lexical changes

The one thing that GB-S does well is to show the frequency of a given word 
or exact phrase over time, which provides useful insight into lexical shifts in 
the language. For example, Figure 1 shows the frequency of the word steamship 

there are other databases, such as British English. This paper, however, is based on just the 
American English dataset.

http://corpus.byu.edu
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(notice how changes in lexical frequency is often related to cultural and societal 
changes).

1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 200019901980

steamship: 0.000517483%
1919

Figure 1. GB-S: frequency of steamship

Because the GB-Adv data is based on the same n-grams as GB-S, it will always give 
the same frequency as GB-S for these individual words and phrases (Figure 2):

Figure 2. GB-Adv: frequency of steamship

As far as researchers being able to actually use this data, however, there is a huge 
difference between GB-S and GB-Adv. In the case of GB-S (Figure 1) all of the 
frequency data is “hidden” deep inside the “code” for the web page, and it takes 
some processing of this data to get it into a usable format.3 In GB-Adv, on the other 
hand, the frequency data (both raw frequency [tokens] and normalized frequency 
per million words [per mil]) is displayed clearly in the chart (Figure 2), where it 
can easily be copied to a spreadsheet or database.

Although the results are similar in GB-S and GB-Adv for individual words, 
GB-Adv can do much more in terms of looking at lexical frequency, beyond the 
simplistic searches of GB-S. First, GB-Adv allows users to use wildcards to see 
the frequency of all matching words in each decade (researchers cannot search 
by wildcard in GB-S). For example, Figure 3 below shows the frequency of *ism 
words by decade (note the increase in criticism, organism, capitalism, Buddhism, 
and racism, and the decrease in baptism and patriotism).

3. And even then, this “underlying” data is available only in the format of frequency per million 
words, as with the 0.000517483 figure for 1919 in Figure 1. One would therefore have to convert 
all of these normalized figures into the actual number of tokens by creating a formula that in-
corporates the actual size of Google Books in words per decade, assuming that data is available 
at the Google Books n-grams site.
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Figure 3. *ism words by decade

Second, GB-Adv can find all words that are more common in one period than 
another, for example *ism words (Figure 4) that are more common in the 1860s-
1910s (left) or the 1970s-2000s (right).

Figure 4. Comparison of *ism words, 1860s–1910s vs 1970s–2000s

In essence, then, GB-Adv allows us to find all words that have appeared or dis-
appeared between different time periods (or which have increased or decreased 
greatly in frequency between these time periods) — even when we do not know 
ahead of time what these words are. In GB-S, on the other hand, we can only get 
frequency information on specific, already-determined words.

4. Changes in phraseology

As with words, phrase-based searches are very simplistic in GB-S. Again, one can 
only search for exact phrases, such as as though to (decreasing since about the 
1960s) and a lot of (increasing since the mid 1850s, but especially since about the 
1960s), as seen in Figure 5.

as though to a lot of

Figure 5. GB-S: Frequency of exact phrases: “as though to” and “a lot of”
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But GB-S is unable to deal with phrases like those in Table 3, which have a variable 
“slot” for a given part of speech:4

Table 3. Examples of “variable slot” phrases

Phrase Examples

a most ADJ NOUN a most important part, a most difficult task

many a NOUN many a time, many a night

have quite V-ed had quite forgotten, has quite changed

NOUN [be] that of a effect is that of a, role was that of a

In GB-Adv, on the other hand, it is possible to search for phrases that include part 
of speech, and then to see a list of the most frequent matching strings, and then see 
each of these matching strings in context.5 For example, Figure 6 shows the overall 
frequency of “a most ADJ NOUN”:

Figure 6. Overall frequency of the phrase “a most ADJ NOUN”

Users can click on any decade to see the most frequent strings for that particular 
decade (or they could also see a “Table format” display with the most frequent 
strings for all decades). For example, users could click on the [1860] decade in 
Figure 6 to see Figure 7, which lists the most frequent matching phrases in that 
decade (a most important part, a most destructive fire, etc.):

4. Google Books recently released a new version of the n-grams, which they claimed allows 
users to search for phrases like “many a NOUN”, by using “part of speech” placeholders (see 
https://books.google.com/ngrams/info). However, such searches are almost meaningless, since 
it is impossible to (i) see the “matching strings” for such a search (e.g. many a time, many a day), 
or (ii) to see the “Word in Context” display for such searches, since all links to the “Word in 
Context” display mysteriously disappear when a part of speech code has been used in the search.

5. To search by part of speech, GB-Adv uses frequency data from COHA (the 400 million word 
Corpus of Historical American English) to see what word forms are tagged with a given part of 
speech, and then it uses this information as part of the GB-Adv search. For example, to search 
for “a most ADJ NOUN”, it sees which words in COHA are tagged as ADJ or NOUN at least 50% 
of the time, and then uses this list of words as part of the GB-Adv search. If too many incorrect 
word forms are found, users can simply include a code in the search string to set the figure to be 
more restrictive, such as 80% or 90%. Or to see more forms (but with potentially more incorrect 
forms) they could lower the accuracy to 30% or even 10%.

https://books.google.com/ngrams/info
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Figure 7. Forms of the phrase “a most ADJ NOUN” by decade

Another example of changes in phraseology might be phrasal verbs, such as phras-
al verbs with up (make up, show up, look up, etc.). As with the previous examples, 
with GB-Adv we can see the frequency of each matching string in each decade 
(Figure 8):

Figure 8. Forms of the phrase “VERB up” by decade

But remember that we can also compare the results from one historical period 
against another. This allows us to see which phrasal verbs with up are more fre-
quent in one period than another (in just the past tense, in this example). For 
example, Figure 9 lists phrasal verbs with up that are more common in the 1970s-
2000s (on the left: zipped up, revved up, teared up, etc.) compared to the 1870s-
1910s (on the right; most of these sound quite old-fashioned now, e.g. blushed up, 
figured up, bristled up).

Figure 9. Comparison of “VERB up” in the 1970s–2000 and the 1870s–1910s

Although this search may seem simple, it would be completely impossible in GB-
S, where it is impossible to (i) search for “variable” phrases such as this with part 
of speech, (ii) display the most frequent matching forms, or (iii) compare between 
different historical periods. But in GB-Adv, it takes just 2–3 seconds to compare 
all cases of “VERB up” in the two historical periods, and thus compare phrases 
over time.
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5. Syntactic change

As we have seen, GB-Adv allows us to search for phrases in some fairly advanced 
ways. It should come as no surprise, then, that GB-Adv also allows researchers to 
gather data on historical changes in syntax in ways that could never be done with 
GB-S.

Let us briefly consider two quick examples of how GB-Adv can search through 
the billions of words of data to provide information on other syntactic changes in 
American English. Figure 10 and Figure 11 provide data on the “get passive” con-
struction (e.g. got returned, get fired; search = [get] [vvn*]).

Figure 10. Overall frequency of the construction “get V-ed”

Figure 11. Forms of the construction “get V-ed” by decade

Figure 12 and Figure 13, on the other hand, provide data on the construction “end 
up V-ing” (here limited to just the form ended, e.g. ended up paying; search = [end] 
up [v?g*]). As can be seen, both this construction and the “get passive” are increas-
ing over time. In addition, “end up V-ing” is a relatively new construction, and has 
only been used since about the 1920s.

Figure 12. Overall frequency of the construction “end up V-ing”
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Figure 13. Forms of the construction “end up V-ing” by decade

To take a somewhat more complex construction, consider the “way construction”, 
which has been the focus of a great deal of research in construction grammar 
(Figure 14). In GB-Adv we can simply search for “[vv*] [ap*] way [i*]” to find 
more than 1,083,000 tokens for 3,000 unique strings like find their way into, make 
his way through, groping their way into, and so on. If desired, we could also com-
pare the verbs (feel, shove, grope, elbow, etc.) that are used in different periods, to 
see the influence of semantic factors over time.

Figure 14. Forms of the construction “V-ed his way PREP” by decade

In the three examples above, we searched for just one particular string (such as 
“[end] up [vvg*]” or “[vv*] [ap*] way [i*]”) and then retrieved the overall fre-
quency (e.g. Figure 12) or the frequency of each matching string (e.g. Figure 13). 
But it is also possible to carry out more advanced research as well. For example, 
we could compare the frequency of two competing constructions to see how one 
construction is increasing at the expense of the other.

For example, consider the two competing options deals with the complements 
of verbs such as start and begin, which can take either [to V] or [V-ing]: he start-
ed [to walk/walking] down the street. As many researchers have shown, there has 
been a “Great Complement Shift” underway (analogous in some ways to the Great 
Vowel Shift) since at least the 1800s, in which [V-ing] has been increasing at the 
expense of [to V] (for the historical development of this construction, based on 
much smaller corpora, see for example de Smet 2008).

The GB-Adv data (Table 4) shows this change in complement structures quite 
nicely, via four simple searches: [to V] complements with both start and begin, as 
well as [V-ing] complements with both verbs. The 26,125,000 tokens show that 
[V-ing] is increasing with both verbs over time (note parenthetically that the 
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number of tokens for this one construction — more than 26 million tokens — is 
10–20 times as large as the entire size of many historical corpora of English!).

Whereas the two verbs had more or less the same degree of [V-ing] in the late 
1800s, start began moving towards [V-ing] in the early 1900s much more than 
begin. As Figure 15 indicates, while the rate of change has slowed somewhat in the 
last 50–60 years, there is still a large difference between the two verbs — start takes 
[V-ing] complements at more than twice the rate of begin.
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Figure 15. Percentage of clauses with [V-ing] (vs. [to V] )

The only real option for researching this construction in GB-S would be to search 
for each possible combination of a form of start or begin, followed by to + thou-
sands of individual verbs (e.g. started to notice, beginning to consider). We would 
also need to search for a form of one of these two verbs followed by the [V-ing] 
form of thousands of individual verbs (e.g. starts talking, began eating). Obviously, 
such a solution would take hundreds of hours. With GB-Adv, on the other hand, 
we can get the data for millions of tokens in just 1–2 minutes.

6. Semantic changes and changes in discourse

We can tell a great deal about the meaning of a word by the other words with 
which it co-occurs. As Firth (1957: 11) noted, “you shall know a word by the com-
pany it keeps”. Unfortunately, with GB-S, there is no way to look at collocates. We 
cannot enter a word into the search interface and then find the most frequently 
co-occurring words. All we can do is see the frequency of the word in isolation (as 
in Figure 1), which is of little or no value in terms of looking at meaning.

GB-Adv, on the other hand, can easily find the collocates of a given word. For 
example, Figure 16 shows the most common nouns occurring after break the, by 
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decade.6 Note in Figure 16 the increase in the collocates law, cycle, and deadlock, 
and the decrease in the collocates spell, bonds, force, and peace.

Figure 16. “break + the + NOUN”, by decade

Assuming we have a large enough corpus (and 155 billion words certainly fits this 
definition), we can look at collocates over time, and see how changing collocates 
may serve as indicators of changes in meaning. For example, Figure 17 shows the 
collocates of gay in each decade since the early 1800s. Notice in Figure 17 the de-
crease in words like world and colors, and the increase in words like rights, libera-
tion, and identity — all of which provide good data for the change in meaning of 
this word.

Figure 17. “gay + NOUN”, by decade

Finally, we can compare all of the collocates in different time periods. In Figure 18, 
we see that in the 1800s (left), there are collocates like birds, dresses, flowers, spirits, 
and clothing, whereas in the 1980s-2000s (right) there are collocates like liberation, 
bar, history, community, and rights.

6. A significant limitation of the Google Books n-gram data (both at GB-S and GB-Adv) is that 
only those n-grams that occur 40 times or more are included in the n-grams datasets. For long 
phrases (e.g. 4-grams or 5-grams) with many possible words in multiple “slots”, this is a serious 
limitation.
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Figure 18. “gay + NOUN”, 1800s vs 1980s–2000s

In addition to semantic change, however, we can also examine changes in col-
locates to look for evidence of changes in discourse — what we are saying about 
a particular topic over time — and each of these (as seen in Table 5) provides 
interesting insight into cultural and societal changes in the United States during 
the past 200 years.

Table 5. Culture: changing collocates over time

Older period More recent period

women 1930s-1950s: ridiculous, 
plump, loveliest, restless, 
agreeable

1960s-1980s: battered, militant, 
college-educated, liberated

art 1830s-1910s: noble, classic, 
Grecian

1960s-2000: abstract, Asian, 
African, commercial

fast 1850s-1910s: mail, train, 
horses, steamers

1960s-2000s: food, track, lane, 
buck

music 1850s-1910s: delightful, 
exquisite, sweeter, tender

1970s-2000s: Western, Black, 
electronic, recorded

food 1850s-1910s: spiritual, insuf-
ficient, unwholesome, mental

1970s-2000s: fast, Chinese, 
Mexican, organic

The insight into changes in culture that we gain from looking at collocates is 
unique to GB-Adv. With GB-S, all we can do is look at the frequency of the words 
women, art, fast, music, and food themselves (as in Figure 19), which is not overly 
insightful.

fast: frequency food: frequency

Figure 19. GB-S: Frequency of fast and food
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In spite of all of the fanfare in the past few years about the potential in using Google 
Books data to gain insight into “culturomics” (cf. Michel et al. 2011), with GB-S we 
are often left just with simplistic charts like those above, showing the frequency of 
a single word itself. In order to gain the best insight into cultural shifts, we have 
to examine what is being said about a particular topic, and this is only possible via 
collocates in GB-Adv.

7. Conclusion

As we have seen, Google Books — Advanced (GB-Adv) allows us to gain insight 
into many linguistic changes in 155 billion words of American English in ways 
that are quite impossible with Google Books — Standard (GB-S).

Nevertheless, we should still keep in mind several limitations of the data in 
GB-Adv. First, as we have mentioned, a serious limitation is that only those words 
and strings that occur at least 40 times in the 155 billion words of data are included 
in the n-grams. Second, while the “on-the-fly” part of speech “tagging” occurs 
quite well, it is not the same as having a corpus that has been contextually tagged, 
word by word. Third, Google has limited the n-grams to 5-grams and less; there-
fore it is impossible to search for a string longer than five words. Fourth, while 
collocates work quite well (see Section 3 and Section 6), they are limited to a word 
and perhaps two words on each side (in the case of a 5-gram), which is often more 
narrow than we would like.

Parenthetically, for researchers who find these limitations to be overly restric-
tive for research on a particular phenomenon, it may make sense to use the free-
ly-available, 400 million word Corpus of Historical American English (COHA), 
which has none of these limitations (but is of course much smaller than Google 
Books).

In summary, there are definitely significant limitations of the Google Books 
(Standard) interface, which only allows the simplest of searches. But the fact that 
Google has graciously made the n-grams data freely available to others to use 
in alternate architecture and interfaces (as we have done with Google Books — 
Advanced) means that researchers now have access to immense amounts of data 
(155 billion words) via a powerful architecture and interface, which will allow 
them to research a wide range of linguistic changes in English.
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